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#### Abstract

In this paper, we investigate the transceiver design for amplify-and-forward interference multiple-input multipleoutput (MIMO) relay communication systems, where multiple transmitter-receiver pairs communicate simultaneously with the aid of a relay node. The aim is to minimize the mean-squared error (MSE) of the signal waveform estimation at the receivers subjecting to transmission power constraints at the transmitters and the relay node. As the transceiver optimization problem is nonconvex with matrix variables, the globally optimal solution is intractable to obtain. To overcome the challenge, we propose an iterative transceiver design algorithm where the transmitter, relay, and receiver matrices are optimized iteratively by exploiting the optimal structure of the relay precoding matrix. To reduce the computational complexity of optimizing the relay precoding matrix, we propose a simplified relay matrix design through modifying the transmission power constraint at the relay node. The modified relay optimization problem has a closed-form solution. Simulation results demonstrate that the proposed algorithms perform better than the existing techniques in terms of both MSE and bit-error-rate.


Index Terms-Interference channel, MIMO relay, MSE.

## I. Introduction

MULTIPLE-INPUT multiple-output (MIMO) systems can provide a significant improvement in the system data rate even under conditions of interference [1]. By incorporating relay nodes in a MIMO system, the network coverage and reliability can be significantly improved [2], [3]. In a MIMO relay system, communication between source nodes and destination nodes can be assisted by single or multiple relays equipped with multiple antennas. The relay nodes can either decode-and-forward (DF) or amplify-and-forward (AF) the relayed signals [4]. In the AF scheme, the signals received at the relay nodes are simply amplified (including a possible linear transformation) through the relay precoding matrices before being forwarded to the destination nodes. Therefore, in general the AF strategy has lower complexity and shorter processing delay than the DF strategy.

[^0]For single-user two-hop MIMO communication systems with a single relay node, the optimal source and relay precoding matrices have been developed in [5], [6]. For a single-user twohop MIMO relay system with multiple parallel relay nodes, the design of relay precoding matrices has been studied in [7], [8]. Recent progress on the optimization of AF MIMO relay systems has been summarized in [3].

For MIMO interference channels, the idea of interference alignment (IA) [9] was developed for interference suppression by arranging the desired signal and interference into corresponding signal spaces. The idea of IA has been applied in interference MIMO relay systems in [10], [11]. However, there is still no general solution for IA as a number of conditions must be met. One main reason is that the number of dimensions required for IA is very large and it depends on the number of independent fading channels. This leads to high computational complexity and infeasibility in practical systems. In [12], an iterative algorithm has been proposed to optimize the source beamforming vector and the relay precoding matrices to minimize the total source and relay transmit power such that a minimum signal-to-interference-plus-noise ratio (SINR) threshold is maintained at each receiver. An iterative transceiver design algorithm has been developed in [13] to minimize the total interference in interference MIMO relay systems. Recently, a robust joint transceiver design has been proposed in [14] for interference MIMO relay networks in the presence of statistical channel state information (CSI) errors.

In this paper, we consider an interference MIMO relay communication system where multiple transmitter-receiver pairs communicate simultaneously with the aid of a relay node. The transmitters, receivers, and the relay node are equipped with multiple antennas. Based on the fact that the raw bit-error-rate (BER) is closely related to the mean-squared error (MSE) of the signal waveform estimation at the receivers, the minimal MSE (MMSE) is chosen as the design criterion. We aim at optimizing the transmitter, relay, and receiver matrices to suppress the interference and minimize the sum MSE (SMSE) of the signal waveform estimation at the receivers, subjecting to transmission power constraints at transmitters and the relay node.

Since the transceiver optimization problem is nonconvex with matrix variables, a globally optimal solution is computationally intractable to obtain. To overcome the challenge, we propose an iterative transceiver design algorithm through solving convex subproblems. In each iteration of this algorithm, we first update the receiver matrices based on the transmitter and relay matrices from the previous iteration. Then we optimize the relay matrix based on its optimal structure, the transmitter


Fig. 1. Block diagram of an interference MIMO relay system.
matrices from the previous iteration, and the receiver matrices in this iteration. Finally, the transmitter matrices are updated. The MSE and bit-error-rate (BER) simulation results demonstrate that the proposed algorithm converges in a few iterations. Note that although an iterative algorithm has been proposed in [15] for interference MIMO relay systems, the optimal structure of the relay matrix is not exploited in [15].

To reduce the computational complexity of optimizing the relay precoding matrix, we propose a simplified relay matrix design through modifying the transmission power constraint at the relay node. The modified relay optimization problem is suboptimal, but it is convex and has a closed-form solution. Simulation results show that the simplified relay matrix design has a slightly worse performance than the optimal relay matrix in terms of the system MSE and BER. However, the computational complexity of the simplified algorithm is much smaller than that of the optimal relay design for interference MIMO relay systems with a large number of transmitter-receiver pairs. To the best of our knowledge, the proposed simplified relay matrix design cannot be found in existing works on transceiver optimization for interference MIMO relay systems such as [12]-[15].

The rest of this paper is organized as follow. The system model and problem formulation are introduced in Section II. The proposed joint transmitter, relay, and receiver matrices design algorithms are presented in Section III. In Section IV, we discuss the possibility of extending the proposed algorithms to two general scenarios: (a) systems with imperfect CSI; (b) systems with multiple relay nodes. Simulation results are presented in Section V to demonstrate the performance of the proposed algorithms. Conclusion are drawn in Section VI. Throughout this paper, scalars are denoted with lower or upper case normal letters, vectors are denoted with bold-faced lower case letters, and matrices are denoted with bold-faced upper case letters. Superscripts $(\cdot)^{T},(\cdot)^{H}$, and $(\cdot)^{-1}$ denote matrix transpose, conjugate transpose, and inverse, respectively, $\operatorname{tr}()$ stands for matrix trace, $\operatorname{vec}()$ stacks columns of a matrix on top of each other into a single vector, $b d()$ denotes a block-diagonal matrix, $\otimes$ represents the Kronecker product, $E[$ ] denotes the statistical expectation, and $\mathbf{I}_{n}$ stands for the $n \times n$ identity matrix.

## II. System Model and Problem Formulation

We consider a two-hop interference MIMO relay communication system where $K$ transmitter-receiver pairs communicate simultaneously with the aid of a single relay node as shown in Fig. 1. For simplicity, the direct links between transmitters and receivers are ignored as they undergo much larger path
attenuation compared with the links via the relay node [12]. The $k$ th transmitter and receiver are equipped with $N_{s k}$ and $N_{d k}$ antennas, respectively, and the number of antennas at the relay node is $N_{r}$.

We assume that the relay node works in the half-duplex mode so the communication between transmitter-receiver pairs is completed in two time slots. In the first time slot, the $k$ th transmitter encodes the $d \times 1$ information-carrying symbol vector $\mathbf{s}_{k}$ with the $N_{s k} \times d$ transmitter precoding matrix $\mathbf{B}_{k}$ before transmitting the $N_{s k} \times 1$ precoded signal vector

$$
\begin{equation*}
\mathbf{x}_{s k}=\mathbf{B}_{k} \mathbf{s}_{k}, \quad k=1, \cdots, K \tag{1}
\end{equation*}
$$

to the relay node. The received signal vector at the relay node is given by

$$
\begin{equation*}
\mathbf{y}_{r}=\sum_{k=1}^{K} \mathbf{H}_{k} \mathbf{B}_{k} \mathbf{s}_{k}+\mathbf{n}_{r} \tag{2}
\end{equation*}
$$

where $\mathbf{H}_{k}$ is the $N_{r} \times N_{s k}$ MIMO channel matrix between the $k$ th transmitter and the relay node, $\mathbf{n}_{r}$ is the $N_{r} \times 1$ additive white Gaussian noise (AWGN) vector at the relay node with zero mean and covariance matrix $E\left[\mathbf{n}_{r} \mathbf{n}_{r}^{H}\right]=\sigma_{r}^{2} \mathbf{I}_{N_{r}}$.

In the second time slot, the relay node amplifies the received signal vector with the $N_{r} \times N_{r}$ precoding matrix $\mathbf{F}$ as

$$
\begin{equation*}
\mathbf{x}_{r}=\mathbf{F} \mathbf{y}_{r} \tag{3}
\end{equation*}
$$

The precoded signal vector $\mathbf{x}_{r}$ is forwarded to the receivers. The received signal vector at the $k$ th receiver is given by

$$
\begin{equation*}
\mathbf{y}_{d k}=\mathbf{G}_{k} \mathbf{x}_{r}+\mathbf{n}_{d k}, \quad k=1, \cdots, K \tag{4}
\end{equation*}
$$

where $\mathbf{G}_{k}$ is the $N_{d k} \times N_{r}$ MIMO channel matrix between the relay node and the $k$ th receiver, $\mathbf{n}_{d k}$ is the $N_{d k} \times 1$ AWGN vector at the $k$ th receiver with zero mean and covariance matrix $E\left[\mathbf{n}_{d k} \mathbf{n}_{d k}^{H}\right]=\sigma_{d k}^{2} \mathbf{I}_{N_{d k}}$.

Due to their simplicity, linear receivers are used to retrieve the transmitted signals, and we have $d \leq N_{r}$ and $d \leq N_{d k}, k=$ $1, \cdots, K$. The estimated signal vector at the $k$ th receiver can be written as

$$
\begin{equation*}
\hat{\mathbf{s}}_{k}=\mathbf{W}_{k}^{H} \mathbf{y}_{d k}, \quad k=1, \ldots, K \tag{5}
\end{equation*}
$$

where $\mathbf{W}_{k}$ is the $N_{d k} \times d$ receiver weight matrix. Using (2)-(4), the estimated signal vector in (5) becomes

$$
\begin{align*}
\hat{\mathbf{s}}_{k}= & \mathbf{W}_{k}^{H}\left(\mathbf{G}_{k} \mathbf{F} \sum_{m=1}^{K} \mathbf{H}_{m} \mathbf{B}_{m} \mathbf{s}_{m}+\overline{\mathbf{n}}_{d k}\right) \\
= & \underbrace{\mathbf{W}_{k}^{H} \mathbf{G}_{k} \mathbf{F} \mathbf{H}_{k} \mathbf{B}_{k} \mathbf{s}_{k}}_{\text {desired signal }} \\
& +\underbrace{\mathbf{W}_{k}^{H} \mathbf{G}_{k} \mathbf{F} \sum_{m=1, m \neq k}^{K} \mathbf{H}_{m} \mathbf{B}_{m} \mathbf{s}_{m}+\mathbf{W}_{k}^{H} \overline{\mathbf{n}}_{d k}}_{\text {interference plus noise }} \tag{6}
\end{align*}
$$

where $\overline{\mathbf{n}}_{d k} \triangleq \mathbf{G}_{k} \mathbf{F} \mathbf{n}_{r}+\mathbf{n}_{d k}$ is the total noise vector at the $k$ th receiver.

The signal vectors sent by transmitters and the signal vector forwarded from the relay node must satisfy the following transmission power constraints

$$
\begin{align*}
& \operatorname{tr}\left(\mathbf{B}_{k} E\left[\mathbf{s}_{k} \mathbf{s}_{k}^{H}\right] \mathbf{B}_{k}^{H}\right) \leq P_{s k}, \quad k=1, \cdots, K  \tag{7}\\
& \operatorname{tr}\left(\mathbf{F} E\left[\mathbf{y}_{r} \mathbf{y}_{r}^{H}\right] \mathbf{F}^{H}\right) \leq P_{r} \tag{8}
\end{align*}
$$

where $P_{s k}$ and $P_{r}$ denote the power budget at the $k$ th transmitter and the relay node, respectively, $E\left[\mathbf{s}_{k} \mathbf{s}_{k}^{H}\right]=\mathbf{I}_{d}$ is the covariance matrix of the information-carrying symbol vector at the $k$ th transmitter, and $E\left[\mathbf{y}_{r} \mathbf{y}_{r}^{H}\right]=\sum_{m=1}^{K} \mathbf{H}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \mathbf{H}_{m}^{H}+\sigma_{r}^{2} \mathbf{I}_{N_{r}}$ is the covariance matrix of the received signal vector at the relay node.

From (6), the MSE of estimating $\mathbf{s}_{k}$ can be calculated as

$$
\begin{align*}
\mathrm{MSE}_{k}= & \operatorname{tr}\left(E\left[\left(\hat{\mathbf{s}}_{k}-\mathbf{s}_{k}\right)\left(\hat{\mathbf{s}}_{k}-\mathbf{s}_{k}\right)^{H}\right]\right) \\
= & \operatorname{tr}\left(\left(\mathbf{W}_{k}^{H} \mathbf{L}_{k}-\mathbf{I}_{d}\right)\left(\mathbf{W}_{k}^{H} \mathbf{L}_{k}-\mathbf{I}_{d}\right)^{H}\right. \\
& \left.+\mathbf{W}_{k}^{H} \mathbf{C}_{n k} \mathbf{W}_{k}+\mathbf{W}_{k}^{H} \mathbf{\Xi}_{k} \mathbf{W}_{k}\right), k=1, \cdots, K \tag{9}
\end{align*}
$$

where $\mathbf{L}_{k}$ is the equivalent MIMO channel matrix of the $k$ th transmitter-receiver pair, $\mathbf{C}_{n k}=E\left[\overline{\mathbf{n}}_{d k} \overline{\mathbf{n}}_{d k}^{H}\right]$ is the covariance matrix of the equivalent noise, and $\boldsymbol{\Xi}_{k}$ is the covariance matrix of interference at the $k$ th receiver. They are given respectively as

$$
\begin{aligned}
\mathbf{L}_{k} & =\mathbf{G}_{k} \mathbf{F} \overline{\mathbf{H}}_{k}, \quad k=1, \cdots, K \\
\mathbf{C}_{n k} & =E\left[\left(\mathbf{G}_{k} \mathbf{F} \mathbf{n}_{r}+\mathbf{n}_{d k}\right)\left(\mathbf{G}_{k} \mathbf{F} \mathbf{n}_{r}+\mathbf{n}_{d k}\right)^{H}\right] \\
& =\sigma_{r}^{2} \mathbf{G}_{k} \mathbf{F} \mathbf{F}^{H} \mathbf{G}_{k}^{H}+\sigma_{d k}^{2} \mathbf{I}_{N_{d k}}, \quad k=1, \cdots, K \\
\mathbf{\Xi}_{k} & =\mathbf{G}_{k} \mathbf{F} \sum_{m=1, m \neq k}^{K} \overline{\mathbf{H}}_{m} \overline{\mathbf{H}}_{m}^{H} \mathbf{F}^{H} \mathbf{G}_{k}^{H}, \quad k=1, \cdots, K
\end{aligned}
$$

where $\overline{\mathbf{H}}_{k} \triangleq \mathbf{H}_{k} \mathbf{B}_{k}$ is the equivalent MIMO channel matrix between the $k$ th transmitter and the relay node.

The aim of this paper is to optimize the transmitter precoding matrices $\left\{\mathbf{B}_{k}\right\} \triangleq\left\{\mathbf{B}_{k}, k=1, \cdots, K\right\}$, the relay precoding matrix $\mathbf{F}$, and the receiver weight matrices $\left\{\mathbf{W}_{k}\right\} \triangleq\left\{\mathbf{W}_{k}, k=\right.$ $1, \cdots, K\}$, to minimize the sum-MSE of the signal waveform estimation at the receivers under transmission power constraints at the transmitters and the relay node. From (7)-(9), the optimal transmitter, relay, and receiver matrices design problem can be written as

$$
\begin{align*}
\min _{\left\{\mathbf{W}_{k}\right\},\left\{\mathbf{B}_{k}\right\}, \mathbf{F}} & \sum_{k=1}^{K} \mathrm{MSE}_{k}  \tag{10}\\
\text { s.t. } & \operatorname{tr}\left(\mathbf{B}_{k} \mathbf{B}_{k}^{H}\right) \leq P_{s k}, k=1, \cdots, K  \tag{11}\\
& \operatorname{tr}\left(\mathbf{F} E\left[\mathbf{y}_{r} \mathbf{y}_{r}^{H}\right] \mathbf{F}^{H}\right) \leq P_{r} . \tag{12}
\end{align*}
$$

## III. Proposed Transmitter, Relay, and Receiver Matrices Design Algorithms

The problem (10)-(12) is highly nonconvex with matrix variables, and a globally optimal solution is intractable to obtain. To overcome this challenge, in this section, we propose two iterative algorithms to solve the problem (10)-(12) by optimizing $\left\{\mathbf{W}_{k}\right\},\left\{\mathbf{B}_{k}\right\}$, and $\mathbf{F}$ in an alternating way through solving convex subproblems.

## A. Proposed Tri-Step Algorithm

In each iteration of this algorithm, we first optimize $\left\{\mathbf{W}_{k}\right\}$ based on $\left\{\mathbf{B}_{k}\right\}$ and $\mathbf{F}$ from the previous iteration. Then by using the optimized receiver matrices $\left\{\mathbf{W}_{k}\right\}$ and the transmitter matrices $\left\{\mathbf{B}_{k}\right\}$ from the previous iteration, we optimize the relay matrix F. Finally, we optimize the transmitter matrices $\left\{\mathbf{B}_{k}\right\}$ based on $\left\{\mathbf{W}_{k}\right\}$ and $\mathbf{F}$ obtained from the current iteration.

It can be seen from (7) and (8) that the power constraints are independent of $\left\{\mathbf{W}_{k}\right\}$. Thus, with given relay matrix and transmitter matrices, the optimal linear receiver matrix which minimizes MSE in (9) is the well-known MMSE receiver [16]

$$
\begin{equation*}
\mathbf{W}_{k}=\left(\mathbf{L}_{k} \mathbf{L}_{k}^{H}+\mathbf{C}_{n k}+\mathbf{\Xi}_{k}\right)^{-1} \mathbf{L}_{k}, \quad k=1, \cdots, K \tag{13}
\end{equation*}
$$

With given transmitter matrices $\left\{\mathbf{B}_{k}\right\}$ and receiver matrices $\left\{\mathbf{W}_{k}\right\}$ obtained in (13), the sum-MSE SMSE $=\sum_{k=1}^{K} \operatorname{MSE}_{k}$ can be rewritten as a function of $\mathbf{F}$ as

$$
\begin{align*}
\mathrm{SMSE}= & \sum_{k=1}^{K} \operatorname{tr}\left(\left(\mathbf{W}_{k}^{H} \mathbf{G}_{k} \mathbf{F} \overline{\mathbf{H}}_{k}-\mathbf{I}_{d}\right)\left(\mathbf{W}_{k}^{H} \mathbf{G}_{k} \mathbf{F} \overline{\mathbf{H}}_{k}-\mathbf{I}_{d}\right)^{H}\right. \\
& +\sigma_{r}^{2} \mathbf{W}_{k}^{H} \mathbf{G}_{k} \mathbf{F} \mathbf{F}^{H} \mathbf{G}_{k}^{H} \mathbf{W}_{k}+\sigma_{d k}^{2} \mathbf{W}_{k}^{H} \mathbf{W}_{k} \\
& \left.+\mathbf{W}_{k}^{H} \mathbf{G}_{k} \mathbf{F} \sum_{m=1, m \neq k}^{K} \overline{\mathbf{H}}_{m} \overline{\mathbf{H}}_{m}^{H} \mathbf{F}^{H} \mathbf{G}_{k}^{H} \mathbf{W}_{k}\right) \tag{14}
\end{align*}
$$

Let us introduce

$$
\begin{align*}
& \mathbf{H}=\left[\mathbf{H}_{1} \mathbf{B}_{1}, \ldots, \mathbf{H}_{K} \mathbf{B}_{K}\right]=\mathbf{U}_{h} \mathbf{\Lambda}_{h} \mathbf{V}_{h}^{H}  \tag{15}\\
& \mathbf{G}=\left[\mathbf{G}_{1}^{T}, \ldots, \mathbf{G}_{K}^{T}\right]^{T}=\mathbf{U}_{g} \boldsymbol{\Lambda}_{g} \mathbf{V}_{g}^{H} \tag{16}
\end{align*}
$$

as the singular-value decomposition (SVD) of the equivalent transmitters-relay channel $\mathbf{H}$ and the equivalent relay-receivers channel $\mathbf{G}$. The dimensions of $\mathbf{U}_{h}, \boldsymbol{\Lambda}_{h}, \mathbf{V}_{h}$ are $N_{r} \times L_{1}, L_{1} \times$ $L_{1}, K d \times L_{1}$, respectively and the dimensions of $\mathbf{U}_{g}, \boldsymbol{\Lambda}_{g}$, $\mathbf{V}_{g}$ are $\bar{N}_{d} \times L_{2}, L_{2} \times L_{2}, N_{r} \times L_{2}$, respectively, where $\bar{N}_{d} \triangleq$ $\sum_{k=1}^{K} N_{d k}, L_{1} \triangleq \min \left(K d, N_{r}\right)$, and $L_{2} \triangleq \min \left(\bar{N}_{d}, N_{r}\right)$.

It can be shown similar to [17] that the optimal structure of the relay precoding matrix $\mathbf{F}$ is

$$
\begin{equation*}
\mathbf{F}=\mathbf{V}_{g} \mathbf{A} \mathbf{U}_{h}^{H} \tag{17}
\end{equation*}
$$

where $\mathbf{A}$ is an $L_{2} \times L_{1}$ matrix. It can be seen from (17) that we only need to optimize $\mathbf{A}$ in order to optimize $\mathbf{F}$. Since the dimension of $\mathbf{A}$ is smaller than or equal to that of $\mathbf{F}$, optimizing A may have a smaller computational complexity than directly optimizing $\mathbf{F}$.

From (15) and (16), we have

$$
\begin{equation*}
\mathbf{H}_{k} \mathbf{B}_{k}=\mathbf{U}_{h} \boldsymbol{\Lambda}_{h} \mathbf{V}_{h, k}^{H}, \mathbf{G}_{k}=\mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g} \mathbf{V}_{g}^{H}, \quad k=1, \cdots, K \tag{18}
\end{equation*}
$$

where $\mathbf{V}_{h, k}$ contains the $((k-1) d+1)$-th to the $k d$-th rows of $\mathbf{V}_{h}$ and $\mathbf{U}_{g, k}$ contains the $\left(\sum_{i=1}^{k-1} N_{d i}+1\right)$-th to the $\left(\sum_{i=1}^{k} N_{d i}\right)$-th rows of $\mathbf{U}_{g}$, that is, $\mathbf{V}_{h}=\left[\mathbf{V}_{h, 1}^{T}, \ldots, \mathbf{V}_{h, K}^{T}\right]^{T}, \mathbf{U}_{g}=\left[\mathbf{U}_{g, 1}^{T}, \ldots\right.$, $\left.\mathbf{U}_{g, K}^{T}\right]^{T}$. Note that $\mathbf{V}_{h, k}$ and $\mathbf{U}_{g, k}$ have dimensions of $d \times L_{1}$ and
$N_{d k} \times L_{2}$, respectively. By substituting (17) into (18), we obtain that for $k=1, \cdots, K$

$$
\begin{align*}
& \mathbf{G}_{k} \mathbf{F} \overline{\mathbf{H}}_{k}=\mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g} \mathbf{A} \mathbf{\Lambda}_{h} \mathbf{V}_{h, k}^{H}  \tag{19}\\
& \mathbf{G}_{k} \mathbf{F} \mathbf{F}^{H} \mathbf{G}_{k}^{H}=\mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g} \mathbf{A} \mathbf{A}^{H} \boldsymbol{\Lambda}_{g} \mathbf{U}_{g, k}^{H}  \tag{20}\\
& \mathbf{G}_{k} \mathbf{F} \sum_{m=1, m \neq k}^{K} \overline{\mathbf{H}}_{m} \overline{\mathbf{H}}_{m}^{H} \mathbf{F}^{H} \mathbf{G}_{k}^{H} \\
& =\mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g} \mathbf{A} \sum_{m=1, m \neq k}^{K} \boldsymbol{\Lambda}_{h} \mathbf{V}_{h, m}^{H} \mathbf{V}_{h, m} \boldsymbol{\Lambda}_{h} \mathbf{A}^{H} \boldsymbol{\Lambda}_{g} \mathbf{U}_{g, k}^{H}
\end{align*}
$$

Using (19)-(21), the SMSE in (14) becomes

$$
\begin{align*}
& \mathrm{SMSE}=\sum_{k=1}^{K} \operatorname{tr}\left(\left(\mathbf{W}_{k}^{H} \mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g} \mathbf{A} \mathbf{\Lambda}_{h} \mathbf{V}_{h, k}^{H}-\mathbf{I}_{d}\right)\right. \\
& \times\left(\mathbf{W}_{k}^{H} \mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g} \mathbf{A} \mathbf{\Lambda}_{h} \mathbf{V}_{h, k}^{H}-\mathbf{I}_{d}\right)^{H} \\
& +\mathbf{W}_{k}^{H} \mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g} \mathbf{A} \sum_{m=1, m \neq k}^{K} \boldsymbol{\Lambda}_{h} \mathbf{V}_{h, m}^{H} \mathbf{V}_{h, m} \boldsymbol{\Lambda}_{h} \mathbf{A}^{H} \boldsymbol{\Lambda}_{g} \mathbf{U}_{g, k}^{H} \mathbf{W}_{k} \\
& \left.+\sigma_{r}^{2} \mathbf{W}_{k}^{H} \mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g} \mathbf{A} \mathbf{A}^{H} \boldsymbol{\Lambda}_{g} \mathbf{U}_{g, k}^{H} \mathbf{W}_{k}+\sigma_{d k}^{2} \mathbf{W}_{k}^{H} \mathbf{W}_{k}\right) \tag{22}
\end{align*}
$$

Using the identities of [18]

$$
\begin{align*}
\operatorname{tr}\left(\mathbf{A}^{T} \mathbf{B}\right) & =(\operatorname{vec}(\mathbf{A}))^{T} \operatorname{vec}(\mathbf{B})  \tag{23}\\
\operatorname{tr}\left(\mathbf{A}^{H} \mathbf{B A C}\right) & =(\operatorname{vec}(\mathbf{A}))^{H}\left(\mathbf{C}^{T} \otimes \mathbf{B}\right) \operatorname{vec}(\mathbf{A})  \tag{24}\\
\operatorname{vec}(\mathbf{A B C}) & =\left(\mathbf{C}^{T} \otimes \mathbf{A}\right) \operatorname{vec}(\mathbf{B}) \tag{25}
\end{align*}
$$

the SMSE (22) can be represented as a function of $\mathbf{a} \triangleq \operatorname{vec}(\mathbf{A})$ as

$$
\begin{align*}
& \mathrm{SMSE}=\sum_{k=1}^{K}\left[\left(\mathbf{O}_{k} \mathbf{a}-\operatorname{vec}\left(\mathbf{I}_{d}\right)\right)^{H}\left(\mathbf{O}_{k} \mathbf{a}-\operatorname{vec}\left(\mathbf{I}_{d}\right)\right)\right. \\
&\left.+\mathbf{a}^{H} \mathbf{Q}_{k} \mathbf{a}+\mathbf{a}^{H} \mathbf{S}_{k} \mathbf{a}\right]+t_{1} \tag{26}
\end{align*}
$$

where $t_{1} \triangleq \sum_{k=1}^{K} \sigma_{d k}^{2} \operatorname{tr}\left(\mathbf{W}_{k}^{H} \mathbf{W}_{k}\right)$ does not depend on $\mathbf{a}$, and for $k=1, \cdots, K$

$$
\begin{aligned}
\mathbf{O}_{k}= & \left(\boldsymbol{\Lambda}_{h} \mathbf{V}_{h, k}^{H}\right)^{T} \otimes\left(\mathbf{W}_{k}^{H} \mathbf{U}_{g, k} \mathbf{\Lambda}_{g}\right) \\
\mathbf{Q}_{k}= & \sigma_{r}^{2} \mathbf{I}_{L_{1}} \otimes\left(\boldsymbol{\Lambda}_{g} \mathbf{U}_{g, k}^{H} \mathbf{W}_{k} \mathbf{W}_{k}^{H} \mathbf{U}_{g, k} \boldsymbol{\Lambda}_{g}\right) \\
\mathbf{S}_{k}= & \left(\sum_{m=1, m \neq k}^{K} \boldsymbol{\Lambda}_{h} \mathbf{V}_{h, m}^{H} \mathbf{V}_{h, m} \boldsymbol{\Lambda}_{h}\right)^{T} \\
& \otimes\left(\boldsymbol{\Lambda}_{g} \mathbf{U}_{g, k}^{H} \mathbf{W}_{k} \mathbf{W}_{k}^{H} \mathbf{U}_{g, k} \mathbf{\Lambda}_{g}\right)
\end{aligned}
$$

From (17), the relay node transmission power constraint (8) can be written as

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{F} E\left[\mathbf{y}_{r} \mathbf{y}_{r}^{H}\right] \mathbf{F}^{H}\right)=\operatorname{tr}\left(\mathbf{A}\left(\Lambda_{h}^{2}+\sigma_{r}^{2} \mathbf{I}_{L_{1}}\right) \mathbf{A}^{H}\right) \tag{27}
\end{equation*}
$$

By introducing $\mathbf{D}=\left(\boldsymbol{\Lambda}_{h}^{2}+\sigma_{r}^{2} \mathbf{I}_{L_{1}}\right) \otimes \mathbf{I}_{L_{2}}$, (27) can be rewritten as

$$
\begin{equation*}
\mathbf{a}^{H} \mathbf{D a} \leq P_{r} . \tag{28}
\end{equation*}
$$

From (26) and (28), the relay matrix optimization problem can be written as

$$
\begin{array}{cl}
\min _{\mathbf{a}} & \mathrm{SMSE} \\
\text { s.t. } & \mathbf{a}^{H} \mathbf{D a} \leq P_{r} . \tag{30}
\end{array}
$$

The problem (29), (30) is a quadratically constrained quadratic programming (QCQP) problem [19], which is a convex optimization problem and can be efficiently solved by the interior-point method [19]. The problem (29), (30) can be solved by the CVX MATLAB toolbox for disciplined convex programming [20].

With given receiver matrices $\left\{\mathbf{W}_{k}\right\}$ and the relay matrix $\mathbf{F}$, the sum-MSE can be rewritten as a function of $\left\{\mathbf{B}_{k}\right\}$ as

$$
\begin{align*}
\mathrm{SMSE}=\sum_{k=1}^{K} & \operatorname{tr}\left(\left(\overline{\mathbf{G}}_{k} \mathbf{F} \mathbf{H}_{k} \mathbf{B}_{k}-\mathbf{I}_{d}\right)\left(\overline{\mathbf{G}}_{k} \mathbf{F} \mathbf{H}_{k} \mathbf{B}_{k}-\mathbf{I}_{d}\right)^{H}\right. \\
& \left.+\overline{\mathbf{G}}_{k} \mathbf{F} \sum_{m=1, m \neq k}^{K} \mathbf{H}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \mathbf{H}_{m}^{H} \mathbf{F}^{H} \overline{\mathbf{G}}_{k}^{H}\right)+t_{2} \tag{31}
\end{align*}
$$

where $\overline{\mathbf{G}}_{k}=\mathbf{W}_{k}^{H} \mathbf{G}_{k}$ and $t_{2} \triangleq \sum_{k=1}^{K} \operatorname{tr}\left(\mathbf{W}_{k}^{H} \mathbf{C}_{n k} \mathbf{W}_{k}\right)$ can be ignored in the optimization process as it does not depend on $\left\{\mathbf{B}_{k}\right\}$.

Using the identities in (23)-(25), the SMSE function in (31) can be written as a function of $\mathbf{b}_{k} \triangleq \operatorname{vec}\left(\mathbf{B}_{k}\right)$ as

$$
\left.\left.\left.\begin{array}{rl}
\mathrm{SMSE}= & \sum_{k=1}^{K}[
\end{array} \quad\left(\mathbf{S}_{k} \mathbf{b}_{k}-\operatorname{vec}\left(\mathbf{I}_{d}\right)\right)^{H}\left(\mathbf{S}_{k} \mathbf{b}_{k}-\operatorname{vec}\left(\mathbf{I}_{d}\right)\right)\right]+\sum_{m=1, m \neq k}^{K} \mathbf{b}_{m}^{H}\left(\mathbf{I}_{d} \otimes \mathbf{H}_{m}^{H} \mathbf{F}^{H} \overline{\mathbf{G}}_{k}^{H} \overline{\mathbf{G}}_{k} \mathbf{F} \mathbf{H}_{m}\right) \mathbf{b}_{m}\right]+t_{2}\right]
$$

where for $k=1, \cdots, K$

$$
\begin{aligned}
& \mathbf{S}_{k} \triangleq \mathbf{I}_{d} \otimes\left(\overline{\mathbf{G}}_{k} \mathbf{F} \mathbf{H}_{k}\right) \\
& \mathbf{T}_{k} \triangleq \mathbf{I}_{d} \otimes \sum_{m=1, m \neq k}^{K} \mathbf{H}_{k}^{H} \mathbf{F}^{H} \overline{\mathbf{G}}_{m}^{H} \overline{\mathbf{G}}_{m} \mathbf{F} \mathbf{H}_{k}
\end{aligned}
$$

By introducing $\mathbf{T} \triangleq b d\left(\mathbf{T}_{1}, \cdots, \mathbf{T}_{K}\right)$ and $\overline{\mathbf{S}}_{k} \triangleq\left[\mathbf{S}_{k 1}, \cdots\right.$, $\left.\mathbf{S}_{k K}\right]$, where $\mathbf{S}_{k k}=\mathbf{S}_{k}$ and $\mathbf{S}_{k i}=\mathbf{0}, i \neq k$, the SMSE function (32) can be written as a function of $\mathbf{b}=\left[\mathbf{b}_{1}^{T}, \mathbf{b}_{2}^{T}, \cdots, \mathbf{b}_{K}^{T}\right]^{T}$ as
$\Phi_{1}(\mathbf{b})=\sum_{k=1}^{K}\left(\overline{\mathbf{S}}_{k} \mathbf{b}-\operatorname{vec}\left(\mathbf{I}_{d}\right)\right)^{H}\left(\overline{\mathbf{S}}_{k} \mathbf{b}-\operatorname{vec}\left(\mathbf{I}_{d}\right)\right)+\mathbf{b}^{H} \mathbf{T b}$.
Let us introduce $\mathbf{E}_{j}=\mathbf{I}_{d} \otimes\left(\mathbf{H}_{j}^{H} \mathbf{F}^{H} \mathbf{F} \mathbf{H}_{j}\right), \mathbf{E}=b d\left(\mathbf{E}_{1}, \mathbf{E}_{2}, \cdots\right.$, $\left.\mathbf{E}_{K}\right), \overline{\mathbf{E}}_{i}=b d\left(\overline{\mathbf{E}}_{i 1}, \overline{\mathbf{E}}_{i 2}, \cdots, \overline{\mathbf{E}}_{i K}\right)$, where $\overline{\mathbf{E}}_{i i}=\mathbf{I}_{d N_{s}}$ and $\overline{\mathbf{E}}_{i j}=\mathbf{0}$, $i \neq j$. The optimal $\mathbf{b}$ can be obtained by solving the following problem:

$$
\begin{array}{cl}
\underset{\mathbf{b}}{\min } & \Phi_{1}(\mathbf{b}) \\
\text { s.t. } & \mathbf{b}^{H} \overline{\mathbf{E}}_{k} \mathbf{b} \leq P_{s k}, \quad k=1, \cdots, K \\
& \mathbf{b}^{H} \mathbf{E b} \leq P_{r}-\sigma_{r}^{2} \operatorname{tr}\left(\mathbf{F F}^{H}\right) \tag{36}
\end{array}
$$

TABLE I
Procedure of Solving the Problem (10)-(12) by the Proposed Tri-Step Algorithm

1) Initialize the algorithm with $\mathbf{F}^{(0)}$ and $\left\{\mathbf{B}_{k}^{(0)}\right\}$ satisfying (7) and (8); Set $n=0$.
2) Obtain $\left\{\mathbf{W}_{k}^{(n+1)}\right\}$ based on (13) with fixed $\mathbf{F}^{(n)}$ and $\left\{\mathbf{B}_{k}^{(n)}\right\}$.
3) Update $\mathbf{A}^{(n+1)}$ through solving the problem (29)-(30) with given $\left\{\mathbf{B}_{k}^{(n)}\right\}$ and $\left\{\mathbf{W}_{k}^{(n+1)}\right\}$.
4) Update $\mathbf{F}^{(n+1)}$ based on (17) from the optimal $\mathbf{A}^{(n+1)}$.
5) Update $\left\{\mathbf{B}_{k}^{(n+1)}\right\}$ by solving the problem (34)-(36) with fixed $\mathbf{F}^{(n+1)}$ and $\left\{\mathbf{W}_{k}^{(n+1)}\right\}$.
6) If $\operatorname{MSE}^{(n)}-\operatorname{MSE}^{(n+1)} \leq \varepsilon$, then end.

Otherwise, let $n:=n+1$ and go to Step 2 .

The problem (34)-(36) is a QCQP problem and can be solved by the CVX MATLAB toolbox [20] for disciplined convex programming.

The steps of applying the proposed tri-step algorithm to optimize $\left\{\mathbf{B}_{k}\right\}, \mathbf{F}$, and $\left\{\mathbf{W}_{k}\right\}$ are summarized in Table I, where the superscript ( $n$ ) denotes the variable at the $n$th iteration, and $\varepsilon$ is a small positive number up to which convergence is acceptable. Since all subproblems (10), (29), (30), and (34)-(36) are convex, the solution to each subproblem is optimal. At the convergence point, since $\left\{\mathbf{W}^{(n)}\right\}, \mathbf{F}^{(n)}$, and $\left\{\mathbf{B}_{k}^{(n)}\right\}$ are the optimal solutions to the subproblems (10), (29), (30), and (34)-(36), respectively, we have

$$
\begin{align*}
& \operatorname{tr}\left(\nabla_{\mathbf{W}} J\left(\boldsymbol{\Theta}^{(n)}\right)^{T}\left(\mathbf{W}-\mathbf{W}^{(n)}\right)\right) \geq 0  \tag{37}\\
& \operatorname{tr}\left(\nabla_{\mathbf{F}} J\left(\boldsymbol{\Theta}^{(n)}\right)^{T}\left(\mathbf{F}-\mathbf{F}^{(n)}\right)\right) \geq 0  \tag{38}\\
& \operatorname{tr}\left(\nabla_{\mathbf{B}} J\left(\boldsymbol{\Theta}^{(n)}\right)^{T}\left(\mathbf{B}-\mathbf{B}^{(n)}\right)\right) \geq 0 \tag{39}
\end{align*}
$$

where $\mathbf{W} \triangleq\left[\mathbf{W}_{1}, \cdots, \mathbf{W}_{K}\right], \mathbf{W}^{(n)} \triangleq\left[\mathbf{W}_{1}^{(n)}, \cdots, \mathbf{W}_{K}^{(n)}\right], \mathbf{B} \triangleq\left[\mathbf{B}_{1}\right.$, $\left.\cdots, \mathbf{B}_{K}\right], \mathbf{B}^{(n)} \triangleq\left[\mathbf{B}_{1}^{(n)}, \cdots, \mathbf{B}_{K}^{(n)}\right], \boldsymbol{\Theta}^{(n)} \triangleq\left[\mathbf{W}^{(n)}, \mathbf{B}^{(n)}, \mathbf{F}^{(n)}\right]$, and $\nabla_{\mathbf{X}} J\left(\boldsymbol{\Theta}^{(n)}\right)$ denotes the gradient of the objective function (10) along the direction of $\mathbf{X} \in\left\{\mathbf{W}^{(n)}, \mathbf{B}^{(n)}, \mathbf{F}^{(n)}\right\}$ at $\boldsymbol{\Theta}^{(n)}$. By summing up (37)-(39), we have $\operatorname{tr}\left(\nabla J\left(\boldsymbol{\Theta}^{(n)}\right)^{T}\left(\boldsymbol{\Theta}-\boldsymbol{\Theta}^{(n)}\right)\right) \geq 0$, where $\nabla J\left(\boldsymbol{\Theta}^{(n)}\right) \triangleq\left[\nabla_{\mathbf{W}} J\left(\boldsymbol{\Theta}^{(n)}\right), \nabla_{\mathbf{B}} J\left(\boldsymbol{\Theta}^{(n)}\right), \nabla_{\mathbf{F}} J\left(\boldsymbol{\Theta}^{(n)}\right)\right]$, indicating that $\boldsymbol{\Theta}^{(n)}$ is a stationary point of (10) [21].

Now we analyze the computational complexity of the proposed tri-step algorithm assuming $K d \leq N_{r}$ (i.e., $L_{1}=K d$ ) and $\bar{N}_{d} \leq N_{r}$ (i.e., $L_{2}=\bar{N}_{d}$ ). Since the dimension of $\mathbf{b}$ is $\sum_{k=1}^{K} N_{s k} d$ and the dimension of $\mathbf{a}$ is $\bar{N}_{d} K d=\sum_{k=1}^{K} N_{d k} K d$, the computational complexity of solving the QCQP problems (29), (30) and (34)-(36) using the interior point method [22] is $\mathcal{O}\left(\left(\sum_{k=1}^{K} N_{d k} K d\right)^{3}\right)$ and $\mathcal{O}\left((K+1)^{\frac{1}{2}}\left(\sum_{k=1}^{K} N_{s k} d\right)^{3}\right)$, respectively. Therefore, the computational complexity at each iteration of the proposed tri-step algorithm is $\mathcal{O}\left(\left(\sum_{k=1}^{K} N_{d k} K d\right)^{3}+\right.$ $\left.(K+1)^{\frac{1}{2}}\left(\sum_{k=1}^{K} N_{s k} d\right)^{3}\right)$. It can be seen that the per-iteration computational complexity of the tri-step algorithm can be very high for interference MIMO relay systems with a large number of users $K$, and in this case, the complexity is dominated by the relay matrix optimization.

## B. Simplified Relay Matrix Design

To reduce the computational complexity of optimizing the relay matrix, in this subsection, we develop a simplified relay matrix design algorithm by modifying the power constraint at the relay node, which enables the relay optimization problem to be decomposed into convex subproblems with closed-form solutions.

Substituting the MMSE receiver in (13) to (22) and using (19)-(21), the SMSE can be rewritten as

$$
\begin{align*}
& \mathrm{SMSE}= \sum_{k=1}^{K} \operatorname{tr}\left(\mathbf{I}_{d}-\overline{\mathbf{H}}_{k}^{H} \mathbf{F}^{H} \mathbf{G}_{k}^{H}\left(\mathbf{G}_{k} \mathbf{F} \overline{\mathbf{H}}_{k} \overline{\mathbf{H}}_{k}^{H} \mathbf{F}^{H} \mathbf{G}_{k}^{H}\right.\right. \\
&\left.\left.+\mathbf{C}_{n k}+\mathbf{\Xi}_{k}\right)^{-1} \mathbf{G}_{k} \mathbf{F} \overline{\mathbf{H}}_{k}\right) \\
&= \sum_{k=1}^{K} \operatorname{tr}\left(\mathbf{I}_{d}-\left(\mathbf{U}_{g, k} \mathbf{\Lambda}_{g} \mathbf{A} \mathbf{\Lambda}_{h} \mathbf{V}_{h, k}^{H}\right)^{H}\right. \\
& \times\left(\sum_{m=1}^{K} \mathbf{U}_{g, m} \boldsymbol{\Lambda}_{g} \mathbf{A} \mathbf{\Lambda}_{h} \mathbf{V}_{h, m}^{H}\left(\mathbf{U}_{g, m} \mathbf{\Lambda}_{g} \mathbf{A} \mathbf{\Lambda}_{h} \mathbf{V}_{h, m}^{H}\right)^{H}\right. \\
&+\left.\left.\sigma_{r}^{2} \mathbf{U}_{g, k} \mathbf{\Lambda}_{g} \mathbf{A} \mathbf{A}^{H} \mathbf{\Lambda}_{g} \mathbf{U}_{g, k}^{H}+\sigma_{d k}^{2} \mathbf{I}_{N_{d k}}\right)^{-1} \mathbf{U}_{g, k} \mathbf{\Lambda}_{g} \mathbf{A} \mathbf{\Lambda}_{h} \mathbf{V}_{h, k}^{H}\right) \tag{40}
\end{align*}
$$

Let us introduce

$$
\begin{equation*}
\boldsymbol{\Lambda}_{g} \mathbf{A}=\mathbf{U}_{g}^{H} \mathbf{C}=\sum_{k=1}^{K} \mathbf{U}_{g, k}^{H} \mathbf{C}_{k} \tag{41}
\end{equation*}
$$

where $\mathbf{C}=\left[\mathbf{C}_{1}^{T}, \mathbf{C}_{2}^{T}, \cdots, \mathbf{C}_{K}^{T}\right]^{T}$ and $\mathbf{C}_{k}$ is an $N_{d k} \times L_{1}$ matrix. Since $\mathbf{U}_{g}^{H} \mathbf{U}_{g}=\mathbf{I}_{L_{2}}$, for any $\mathbf{A}$, we have $\mathbf{C}=\mathbf{U}_{g} \boldsymbol{\Lambda}_{g} \mathbf{A}$. Thus, instead of optimizing $\mathbf{A}$, we can optimize $\left\{\mathbf{C}_{k}\right\} \triangleq\left\{\mathbf{C}_{1}, \cdots, \mathbf{C}_{K}\right\}$.

Using (41), the optimal $\mathbf{F}$ in (17) is

$$
\begin{equation*}
\mathbf{F}=\mathbf{V}_{g} \boldsymbol{\Lambda}_{g}^{-1} \mathbf{U}_{g}^{H} \mathbf{C} \mathbf{U}_{h}^{H} \tag{42}
\end{equation*}
$$

By substituting (41) back into (40), we obtained the SMSE as a function of $\left\{\mathbf{C}_{k}\right\}$ as

$$
\begin{equation*}
\mathrm{SMSE}=\sum_{k=1}^{K} \psi_{k}\left(\mathbf{C}_{k}\right) \tag{43}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{k}\left(\mathbf{C}_{k}\right)=\operatorname{tr}\left(\mathbf{I}_{d}\right. & -\mathbf{V}_{h, k} \boldsymbol{\Lambda}_{h} \mathbf{C}_{k}^{H}\left(\sum_{m=1}^{K} \mathbf{C}_{k} \boldsymbol{\Lambda}_{h} \mathbf{V}_{h, m}^{H} \mathbf{V}_{h, m} \boldsymbol{\Lambda}_{h} \mathbf{C}_{k}^{H}\right. \\
& \left.\left.+\sigma_{r}^{2} \mathbf{C}_{k} \mathbf{C}_{k}^{H}+\sigma_{d k}^{2} \mathbf{I}_{N_{d k}}\right)^{-1} \mathbf{C}_{k} \boldsymbol{\Lambda}_{h} \mathbf{V}_{h, k}^{H}\right) \tag{44}
\end{align*}
$$

Interestingly, it can be seen from (43) and (44) that the MSE of the $k$ th transmitter-receiver pair $\psi_{k}$ is a function of $\mathbf{C}_{k}$ only. In other words, the objective function is decomposed in terms of the optimization variable.

From (41), the transmission power constraint at the relay node (27) can be written as

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{A}\left(\boldsymbol{\Lambda}_{h}^{2}+\sigma_{r}^{2} \mathbf{I}_{L_{1}}\right) \mathbf{A}^{H}\right)=\operatorname{tr}\left(\mathbf{C}^{H} \boldsymbol{\Pi} \mathbf{C} \mathbf{)} \leq P_{r}\right. \tag{45}
\end{equation*}
$$

where $\boldsymbol{\Pi}=\mathbf{U}_{g} \boldsymbol{\Lambda}_{g}^{-2} \mathbf{U}_{g}^{H}$ and $\boldsymbol{\Psi}=\boldsymbol{\Lambda}_{h}^{2}+\sigma_{r}^{2} \mathbf{I}_{L_{1}}$. It can be seen from (45) that $\mathbf{C}_{k}, k=1, \cdots, K$, are coupled through the power constraint. We propose to modify the power constraint (45) by applying the inequality of $\operatorname{tr}(\mathbf{A B}) \leq \operatorname{tr}(\mathbf{A}) \operatorname{tr}(\mathbf{B})$. The transmit power at the relay node becomes

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{C}^{H} \boldsymbol{\Pi} \mathbf{C}\right) \leq \operatorname{tr}\left(\mathbf{C} \boldsymbol{\Psi} \mathbf{C}^{H}\right) \operatorname{tr}(\boldsymbol{\Pi}) \tag{46}
\end{equation*}
$$

Then the power constraint in (45) is modified to be

$$
\begin{equation*}
\sum_{k=1}^{K} \operatorname{tr}\left(\mathbf{C}_{k} \boldsymbol{\Psi} \mathbf{C}_{k}^{H}\right) \leq P_{r} / \operatorname{tr}\left(\mathbf{\Lambda}_{g}^{-2}\right) \tag{47}
\end{equation*}
$$

In fact, (47) imposes a stricter transmission power constraint at the relay node, i.e., if (47) holds, the original power constraint (45) is also satisfied.

Based on (44) and (47), the modified relay matrix optimization problem can be written as

$$
\begin{array}{ll}
\min _{\left\{\mathbf{C}_{k}\right\}} & \sum_{k=1}^{K} \psi_{k}\left(\mathbf{C}_{k}\right) \\
\text { s.t. } & \sum_{k=1}^{K} \operatorname{tr}\left(\mathbf{C}_{k} \boldsymbol{\Psi} \mathbf{C}_{k}^{H}\right) \leq \bar{P}_{r} \tag{49}
\end{array}
$$

where $\bar{P}_{r}=P_{r} / \operatorname{tr}\left(\boldsymbol{\Lambda}_{g}^{-2}\right)$ is the modified power budget at the relay node. We can see from (48) and (49) that the relay matrix optimization problem can be decomposed into $K$ subproblems where the $k$ th subproblem is to optimize $\mathbf{C}_{k}$ as

$$
\begin{align*}
\min _{\mathbf{C}_{k}} & \psi_{k}\left(\mathbf{C}_{k}\right)  \tag{50}\\
\text { s.t. } & \operatorname{tr}\left(\mathbf{C}_{k} \boldsymbol{\Psi} \mathbf{C}_{k}^{H}\right) \leq P_{r k} \tag{51}
\end{align*}
$$

Here $P_{r k} \geq 0, k=1, \cdots, K$, and $\sum_{k=1}^{K} P_{r k}=\bar{P}_{r}$. Interestingly, in the following, we show that the problem (50), (51) can be viewed as the MMSE-based relay matrix optimization problem for a single-user two-hop MIMO relay system, which is convex and has a closed-form solution.

Let us introduce the following matrices for $k=1, \cdots, K$ :

$$
\begin{align*}
& \mathbf{J}_{r k}=\sum_{m=1, m \neq k}^{K} \boldsymbol{\Lambda}_{h} \mathbf{V}_{h, m}^{H} \mathbf{V}_{h, m} \boldsymbol{\Lambda}_{h}+\sigma_{r}^{2} \mathbf{I}_{L_{1}}  \tag{52}\\
& \mathbf{X}_{k}=\mathbf{J}_{r k}^{-\frac{1}{2}} \boldsymbol{\Lambda}_{h} \mathbf{V}_{h, k}^{H}  \tag{53}\\
& \mathbf{Y}_{k}=\mathbf{C}_{k} \mathbf{J}_{r k}^{\frac{1}{2}} \tag{54}
\end{align*}
$$

where the dimensions of $\mathbf{X}_{k}$ and $\mathbf{Y}_{k}$ are $L_{1} \times d$ and $N_{d k} \times L_{1}$, respectively. The MSE for the $k$ th transmitter-receiver pair
becomes

$$
\begin{align*}
f_{k}\left(\mathbf{Y}_{k}\right)= & \operatorname{tr}\left(\mathbf{I}_{d}-\mathbf{X}_{k}^{H} \mathbf{Y}_{k}^{H}\left(\mathbf{Y}_{k} \mathbf{X}_{k} \mathbf{X}_{k}^{H} \mathbf{Y}_{k}^{H}\right.\right. \\
& \left.\left.+\mathbf{Y}_{k} \mathbf{Y}_{k}^{H}+\sigma_{d k}^{2} \mathbf{I}_{N_{d k}}\right)^{-1} \mathbf{Y}_{k} \mathbf{X}_{k}\right) \\
= & \operatorname{tr}\left(\left(\mathbf{I}_{d}+\mathbf{X}_{k}^{H} \mathbf{Y}_{k}^{H}\left(\mathbf{Y}_{k} \mathbf{Y}_{k}^{H}+\sigma_{d k}^{2} \mathbf{I}_{N_{d k}}\right)^{-1} \mathbf{Y}_{k} \mathbf{X}_{k}\right)^{-1}\right) \tag{55}
\end{align*}
$$

and the power constraint (51) becomes

$$
\begin{equation*}
\operatorname{tr}\left(\mathbf{Y}_{k}\left(\mathbf{X}_{k} \mathbf{X}_{k}^{H}+\mathbf{I}_{L_{1}}\right) \mathbf{Y}_{k}^{H}\right) \leq P_{r k} \tag{56}
\end{equation*}
$$

Using (55) and (56), the problem (50), (51) can be equivalently rewritten as

$$
\begin{array}{ll}
\min _{\mathbf{Y}_{k}} & f_{k}\left(\mathbf{Y}_{k}\right) \\
\text { s.t. } & \operatorname{tr}\left(\mathbf{Y}_{k}\left(\mathbf{X}_{k} \mathbf{X}_{k}^{H}+\mathbf{I}_{L_{1}}\right) \mathbf{Y}_{k}^{H}\right) \leq P_{r k} \tag{58}
\end{array}
$$

The problem (57), (58) is the MMSE-based relay matrix optimization problem for a single-user two-hop MIMO relay system [5], [6] with the first hop channel $\mathbf{X}_{k}$, the relay matrix $\mathbf{Y}_{k}$ and the second hop channel $\mathbf{I}_{N_{d k}}$. It can be shown similar to [5], [6] that the optimal structure of $\mathbf{Y}_{k}$ is

$$
\mathbf{Y}_{k}=\left[\begin{array}{ll}
\mathbf{I}_{d}, & \mathbf{0}_{d \times\left(N_{d k}-d\right)} \tag{59}
\end{array}\right]^{T} \boldsymbol{\Lambda}_{y, k} \mathbf{U}_{x, k}^{H}
$$

where $\mathbf{X}_{k}=\mathbf{U}_{x, k} \boldsymbol{\Lambda}_{x, k} \mathbf{V}_{x, k}^{H}$ is the SVD of $\mathbf{X}_{k}$, and the dimensions of $\mathbf{U}_{x, k}, \boldsymbol{\Lambda}_{x, k}$, and $\mathbf{V}_{x, k}$ are $L_{1} \times d, d \times d$, and $d \times d$, respectively.

By substituting (59) back into (48) and (49), the relay matrix optimization problem becomes

$$
\begin{align*}
\min _{\left\{\boldsymbol{\Lambda}_{y, k}\right\}} & \sum_{k=1}^{K} \operatorname{tr}\left(\left(\mathbf{I}_{d}+\boldsymbol{\Lambda}_{x, k}^{2}\left(\mathbf{I}_{d}+\sigma_{d k}^{2} \mathbf{\Lambda}_{y, k}^{-2}\right)^{-1}\right)^{-1}\right)  \tag{60}\\
\text { s.t. } & \sum_{k=1}^{K} \operatorname{tr}\left(\boldsymbol{\Lambda}_{y, k}^{2}\left(\mathbf{\Lambda}_{x, k}^{2}+\mathbf{I}_{d}\right)\right) \leq \bar{P}_{r} \tag{61}
\end{align*}
$$

where $\left\{\boldsymbol{\Lambda}_{y, k}\right\} \triangleq\left\{\boldsymbol{\Lambda}_{y, 1}, \cdots, \boldsymbol{\Lambda}_{y, K}\right\}$. The problem (60), (61) can be equivalently rewritten as the following problem with scalar variables

$$
\begin{align*}
\min _{\left\{\lambda_{y, k, i}\right\}} & \sum_{k=1}^{K} \sum_{i=1}^{d}\left(1+\frac{\lambda_{x, k, i}^{2} \lambda_{y, k, i}^{2}}{\lambda_{y, k, i}^{2}+\sigma_{d k}^{2}}\right)^{-1}  \tag{62}\\
\text { s.t. } & \sum_{k=1}^{K} \sum_{i=1}^{d} \lambda_{y, k, i}^{2}\left(\lambda_{x, k, i}^{2}+1\right) \leq \bar{P}_{r}  \tag{63}\\
& \lambda_{y, k, i} \geq 0, k=1, \cdots, K, i=1, \cdots, d \tag{64}
\end{align*}
$$

where $\lambda_{x, k, i}$ and $\lambda_{y, k, i}, i=1, \cdots, d$, are the $i$ th diagonal element of $\boldsymbol{\Lambda}_{x, k}$ and $\boldsymbol{\Lambda}_{y, k}$, respectively, and $\left\{\lambda_{y, k, i}\right\} \triangleq$ $\left\{\lambda_{y, 1,1}, \cdots, \lambda_{y, K, d}\right\}$.

TABLE II
Procedure of Solving the Problem (10)-(12)
Through the Simplified Relay Matrix Design

1) Initialize the algorithm with $\mathbf{F}^{(0)}$ and $\left\{\mathbf{B}_{k}^{(0)}\right\}$ satisfying (7) and (8); Set $n=0$.
2) Obtain $\left\{\mathbf{W}_{k}^{(n+1)}\right\}$ based on (13) with fixed $\mathbf{F}^{(n)}$ and $\left\{\mathbf{B}_{k}^{(n)}\right\}$.
3) Solve the problems (62)-(64) with given $\left\{\mathbf{B}_{k}^{(n)}\right\}$ to find $\left\{\lambda_{y, k, i}\right\}$ and update $\mathbf{F}^{(n+1)}$ through (42), (54), (59), and (65).
4) Update $\left\{\mathbf{B}_{k}^{(n+1)}\right\}$ by solving the problem (34)-(36) with fixed $\mathbf{F}^{(n+1)}$ and $\left\{\mathbf{W}_{k}^{(n+1)}\right\}$.
5) If $\operatorname{MSE}^{(n)}-\operatorname{MSE}^{(n+1)} \leq \varepsilon$, then end.

Otherwise, let $n:=n+1$ and go to Step 2 .

The problem (62)-(64) has the well-known water-filling solution and is given by

$$
\begin{array}{r}
\lambda_{y, k, i}=\sqrt{\frac{1}{\lambda_{x, k, i}^{2}+1}\left[\sqrt{\frac{\sigma_{d k}^{2} \lambda_{x, k, i}^{2}}{\left(\lambda_{x, k, i}^{2}+1\right) \beta}}-\sigma_{d k}^{2}\right]^{\dagger}} \\
k=1, \cdots, K, i=1, \cdots, d \tag{65}
\end{array}
$$

where $[x]^{\dagger} \triangleq \max (x, 0)$, and $\beta>0$ is the solution to the following equation

$$
\begin{equation*}
\sum_{k=1}^{K} \sum_{i=1}^{d}\left[\sqrt{\frac{\sigma_{d k}^{2} \lambda_{x, k, i}^{2}}{\left(\lambda_{x, k, i}^{2}+1\right) \beta}}-\sigma_{d k}^{2}\right]^{\dagger}=\bar{P}_{r} \tag{66}
\end{equation*}
$$

As the left-hand side of (66) is a non-increasing function of $\beta$, it can be efficiently solved by the bisection method [19]. Finally, the relay precoding matrix can be obtaining from (42), (54), (59), and (65).

We would like to note that the idea of the simplified relay matrix design is to convert the complicated relay matrix optimization problem for interference MIMO relay system to the much simpler relay matrix design for single user MIMO relay system, through modifying the power constraint. As the problem (57), (58) is the MMSE-based relay matrix optimization problem for a single-user two-hop MIMO relay system, the derivations (60)-(66) are similar to that in [6].

The transmitter matrices $\left\{\mathbf{B}_{k}\right\}$ and receiver matrices $\left\{\mathbf{W}_{k}\right\}$ can be optimized through (34)-(36) and (13), respectively. The steps of applying the simplified relay matrix design to solve the transceiver optimization problem are summarized in Table II. Since the dimension of $\left\{\lambda_{y, k, i}\right\}$ is $K d$, the computational complexity of solving the problem (62)-(64) is $\mathcal{O}(K d)$. When $L_{1}=K d$ (as in the complexity analysis in Section III-A), the SVD of $\mathbf{X}_{k}$ has a complexity order of $\mathcal{O}\left(K d^{3}\right)$. Therefore, the complexity of the simplified relay matrix design is $\mathcal{O}\left(K^{2} d^{3}\right)$, which is much lower than the computational complexity of the relay matrix design in the previous subsection. However, we will see through numerical simulations that the proposed algorithm in Table I has a better MSE and BER performance than the algorithm in Table II. Such performance-complexity tradeoff is very useful for practical interference MIMO relay communication systems.

## IV. Extensions of the Proposed Algorithms

In this section, we show that both proposed algorithms can be extended to interference MIMO relay communication systems with imperfect CSI. Moreover, the proposed tri-step algorithm can be extended to interference MIMO relay systems with multiple relay nodes.

## A. Interference MIMO Relay Systems With CSI Mismatch

In the case of CSI mismatch, the true channel matrices can be modelled as the well-known Gaussian-Kronecker model [14]

$$
\begin{align*}
\mathbf{H}_{k} & \sim \mathcal{C N}\left(\hat{\mathbf{H}}_{k}, \boldsymbol{\Theta}_{h, k} \otimes \boldsymbol{\Phi}_{h, k}\right), k=1, \cdots, K  \tag{67}\\
\mathbf{G}_{k} & \sim \mathcal{C N}\left(\hat{\mathbf{G}}_{k}, \boldsymbol{\Theta}_{g, k} \otimes \boldsymbol{\Phi}_{g, k}\right), k=1, \cdots, K \tag{68}
\end{align*}
$$

where $\hat{\mathbf{H}}_{k}$ and $\hat{\mathbf{G}}_{k}$ are the estimated channel matrices, $\boldsymbol{\Theta}_{h, k}$ and $\boldsymbol{\Phi}_{h, k}$ denote the covariance matrix of channel estimation error seen from transmitter side and receiver side, respectively. From (67), (68), we have

$$
\begin{aligned}
\mathbf{H}_{k} & =\hat{\mathbf{H}}_{k}+\mathbf{A}_{\boldsymbol{\Phi}_{h, k}} \mathbf{H}_{w, k} \mathbf{A}_{\boldsymbol{\Theta}_{h, k}}^{H}, k=1, \cdots, K \\
\mathbf{G}_{k} & =\hat{\mathbf{G}}_{k}+\mathbf{A}_{\boldsymbol{\Phi}_{g, k}} \mathbf{G}_{w, k} \mathbf{A}_{\boldsymbol{\Theta}_{g, k}}^{H}, k=1, \cdots, K
\end{aligned}
$$

where $\mathbf{A}_{\boldsymbol{\Phi}_{i, k}} \mathbf{A}_{\boldsymbol{\Phi}_{i, k}}^{H}=\boldsymbol{\Phi}_{i, k}, \mathbf{A}_{\boldsymbol{\Theta}_{i, k}} \mathbf{A}_{\boldsymbol{\Theta}_{i, k}}^{H}=\boldsymbol{\Theta}_{i, k}^{T}, \quad i=h, g, \mathbf{H}_{w, k}$ and $\mathbf{G}_{w, k}$ are Gaussian random matrices with i.i.d. zero mean and unit variance entries and are the unknown parts in the CSI mismatch. The dimensions of $\boldsymbol{\Theta}_{h, k}$ is $N_{s k} \times N_{s k}, \boldsymbol{\Theta}_{g, k}$ and $\boldsymbol{\Phi}_{h, k}$ have a dimension of $N_{r} \times N_{r}$, while $\boldsymbol{\Phi}_{g, k}$ is an $N_{d k} \times N_{d k}$ matrix. As the exact CSI is unknown, in the following, we show that both proposed algorithms can be extended to design statistically robust transceivers.

It is shown in [23] that for a random matrix $\mathbf{H} \sim \mathcal{C N}(\hat{\mathbf{H}}, \boldsymbol{\Theta} \otimes$ $\boldsymbol{\Phi})$, there is

$$
\begin{equation*}
E_{H}\left[\mathbf{H} \mathbf{X} \mathbf{H}^{H}\right]=\hat{\mathbf{H}} \mathbf{X} \hat{\mathbf{H}}^{H}+\operatorname{tr}\left(\mathbf{X} \mathbf{\Theta}^{T}\right) \boldsymbol{\Phi} \tag{69}
\end{equation*}
$$

where $E_{H}[\cdot]$ stands for the expectation with respect to the random matrix $\mathbf{H}$. Considering the CSI mismatch (67), (68) and using (69), we have for $m, k=1, \cdots, K$

$$
\begin{align*}
& E_{G, H}\left[\mathbf{L}_{k}\right]=\hat{\mathbf{G}}_{k} \mathbf{F} \hat{\mathbf{H}}_{k} \mathbf{B}_{k} \triangleq \hat{\mathbf{L}}_{k}  \tag{70}\\
& E_{G, H}\left[\mathbf{G}_{k} \mathbf{F} \overline{\mathbf{H}}_{m} \overline{\mathbf{H}}_{m}^{H} \mathbf{F}^{H} \mathbf{G}_{k}^{H}\right] \\
& \quad=E_{G}\left[\mathbf{G}_{k} \mathbf{F}\left(\hat{\mathbf{H}}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \hat{\mathbf{H}}_{m}^{H}+\alpha_{m} \boldsymbol{\Phi}_{h, m}\right) \mathbf{F}^{H} \mathbf{G}_{k}^{H}\right] \\
& \quad=\hat{\mathbf{G}}_{k} \mathbf{F}\left(\hat{\mathbf{H}}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \hat{\mathbf{H}}_{m}^{H}+\alpha_{m} \boldsymbol{\Phi}_{h, m}\right) \mathbf{F}^{H} \hat{\mathbf{G}}_{k}^{H}+\beta_{m, k} \boldsymbol{\Phi}_{g, k}  \tag{71}\\
& \sigma_{r}^{2} E_{G}\left[\mathbf{G}_{k} \mathbf{F} \mathbf{F}^{H} \mathbf{G}_{k}^{H}\right]=\sigma_{r}^{2} \hat{\mathbf{G}}_{k} \mathbf{F} \mathbf{F}^{H} \hat{\mathbf{G}}_{k}^{H}+\gamma_{k} \boldsymbol{\Phi}_{g, k} \tag{72}
\end{align*}
$$

where for $m, k=1, \cdots, K$

$$
\begin{aligned}
\alpha_{m} & =\operatorname{tr}\left(\mathbf{B}_{m} \mathbf{B}_{m}^{H} \mathbf{\Theta}_{h, m}^{T}\right) \\
\beta_{m, k} & =\operatorname{tr}\left(\mathbf{F}\left(\hat{\mathbf{H}}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \hat{\mathbf{H}}_{m}^{H}+\alpha_{m} \boldsymbol{\Phi}_{h, m}\right) \mathbf{F}^{H} \boldsymbol{\Theta}_{g, k}^{T}\right) \\
\gamma_{k} & =\sigma_{r}^{2} \operatorname{tr}\left(\mathbf{F} \mathbf{F}^{H} \mathbf{\Theta}_{g, k}^{T}\right)
\end{aligned}
$$

Using (70)-(72), the statistical expectation of the sum-MSE in (14) with respect to $\mathbf{H}_{k}$ and $\mathbf{G}_{k}, k=1, \cdots, K$, can be calculated as

$$
\begin{align*}
& E_{G, H}[\mathrm{SMSE}] \\
& \qquad=\sum_{k=1}^{K} \operatorname{tr}\left(\left(\mathbf{W}_{k}^{H} \hat{\mathbf{L}}_{k}-\mathbf{I}_{d}\right)\left(\mathbf{W}_{k}^{H} \hat{\mathbf{L}}_{k}-\mathbf{I}_{d}\right)^{H}+\mathbf{W}_{k}^{H}\left(\hat{\mathbf{C}}_{n, k}+\hat{\mathbf{\Xi}}_{k}\right.\right. \\
& \left.\left.\quad+\gamma_{k} \boldsymbol{\Phi}_{g, k}+\sum_{m=1}^{K}\left(\alpha_{m} \hat{\mathbf{G}}_{k} \mathbf{F} \boldsymbol{\Phi}_{h, m} \mathbf{F}^{H} \hat{\mathbf{G}}_{k}^{H}+\beta_{m, k} \boldsymbol{\Phi}_{g, k}\right)\right) \mathbf{W}_{k}\right) \tag{73}
\end{align*}
$$

where for $k=1, \cdots, K$

$$
\begin{aligned}
\hat{\mathbf{C}}_{n, k} & =\sigma_{r}^{2} \hat{\mathbf{G}}_{k} \mathbf{F} \mathbf{F}^{H} \hat{\mathbf{G}}_{k}^{H}+\sigma_{d k}^{2} \mathbf{I}_{d k} \\
\hat{\boldsymbol{\Xi}}_{k} & =\hat{\mathbf{G}}_{k} \mathbf{F} \sum_{m=1, m \neq k}^{K} \hat{\mathbf{H}}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \hat{\mathbf{H}}_{m}^{H} \mathbf{F}^{H} \hat{\mathbf{G}}_{k}^{H} .
\end{aligned}
$$

By introducing

$$
\begin{aligned}
\mathbf{P}_{1} \triangleq \sum_{m=1}^{K} \alpha_{m} \boldsymbol{\Phi}_{h, m}+\sigma_{r}^{2} \mathbf{I}_{N_{r}} \\
\mathbf{P}_{2, k} \triangleq\left(\sum_{m=1}^{K} \beta_{m, k}+\gamma_{k}\right) \boldsymbol{\Phi}_{g, k}+\sigma_{d k}^{2} \mathbf{I}_{N_{d k}}, \quad k=1, \cdots, K
\end{aligned}
$$

we can rewrite (73) as

$$
\begin{align*}
E_{G, H}[\mathrm{SMSE}] & =\sum_{k=1}^{K} \operatorname{tr}\left(\left(\mathbf{W}_{k}^{H} \hat{\mathbf{L}}_{k}-\mathbf{I}_{d}\right)\left(\mathbf{W}_{k}^{H} \hat{\mathbf{L}}_{k}-\mathbf{I}_{d}\right)^{H}\right. \\
& \left.+\mathbf{W}_{k}^{H}\left(\hat{\mathbf{G}}_{k} \mathbf{F} \mathbf{P}_{1} \mathbf{F}^{H} \hat{\mathbf{G}}_{k}^{H}+\hat{\mathbf{\Xi}}_{k}+\mathbf{P}_{2, k}\right) \mathbf{W}_{k}\right) . \tag{74}
\end{align*}
$$

Let us introduce $\tilde{\mathbf{F}} \triangleq \mathbf{F P}_{1}^{\frac{1}{2}}$ and for $k=1, \cdots, K$

$$
\tilde{\mathbf{W}}_{k}^{H} \triangleq \mathbf{W}_{k}^{H} \mathbf{P}_{2, k}^{\frac{1}{2}}, \quad \tilde{\mathbf{H}}_{k} \triangleq \mathbf{P}_{1}^{-\frac{1}{2}} \hat{\mathbf{H}}_{k}, \quad \tilde{\mathbf{G}}_{k} \triangleq \mathbf{P}_{2, k}^{-\frac{1}{2}} \hat{\mathbf{G}}_{k}
$$

We can rewrite (74) as

$$
\begin{array}{r}
E_{G, H}[\mathrm{SMSE}]=\sum_{k=1}^{K} \operatorname{tr}\left(\left(\tilde{\mathbf{W}}_{k}^{H} \tilde{\mathbf{L}}_{k}-\mathbf{I}_{d}\right)\left(\tilde{\mathbf{W}}_{k}^{H} \tilde{\mathbf{L}}_{k}-\mathbf{I}_{d}\right)^{H}\right. \\
\left.+\tilde{\mathbf{W}}_{k}^{H}\left(\tilde{\mathbf{C}}_{n, k}+\tilde{\mathbf{\Xi}}_{k}\right) \tilde{\mathbf{W}}_{k}\right) \tag{75}
\end{array}
$$

where for $k=1, \cdots, K$

$$
\begin{aligned}
\tilde{\mathbf{L}}_{k} & =\tilde{\mathbf{G}}_{k} \tilde{\mathbf{F}}_{k} \tilde{\mathbf{B}}_{k} \\
\tilde{\mathbf{C}}_{n, k} & =\tilde{\mathbf{G}}_{k} \tilde{\mathbf{F}} \tilde{\mathbf{F}}^{H} \tilde{\mathbf{G}}_{k}^{H}+\mathbf{I}_{N_{d k}} \\
\tilde{\boldsymbol{\Xi}}_{k} & =\tilde{\mathbf{G}}_{k} \tilde{\mathbf{F}} \sum_{m=1, m \neq k}^{K} \tilde{\mathbf{H}}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \tilde{\mathbf{H}}_{m}^{H} \tilde{\mathbf{F}}^{H} \tilde{\mathbf{G}}_{k}^{H}
\end{aligned}
$$

In the case of CSI mismatch, the power constraint in (12) becomes

$$
\begin{align*}
\operatorname{tr}(\mathbf{F} & \left.E_{H}\left[\mathbf{y}_{r} \mathbf{y}_{r}^{H}\right] \mathbf{F}^{H}\right) \\
& =\operatorname{tr}\left(\mathbf{F}\left(\sum_{m=1}^{K}\left(\hat{\mathbf{H}}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \hat{\mathbf{H}}_{m}^{H}+\alpha_{m} \boldsymbol{\Phi}_{h, m}\right)+\sigma_{r}^{2} \mathbf{I}_{N_{r}}\right) \mathbf{F}^{H}\right) \\
& =\operatorname{tr}\left(\tilde{\mathbf{F}}\left(\sum_{m=1}^{K} \tilde{\mathbf{H}}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \tilde{\mathbf{H}}_{m}^{H}+\mathbf{I}_{N_{r}}\right) \tilde{\mathbf{F}}^{H}\right) . \tag{76}
\end{align*}
$$

Using (75) and (76), the statistically robust transmitter, relay, and receiver matrices design problem for interference MIMO relay systems under CSI mismatch can be equivalently written as

$$
\begin{align*}
\min _{\left\{\tilde{\mathbf{W}}_{k}\right\},\left\{\mathbf{B}_{k}\right\}, \tilde{\mathbf{F}}} & E_{G, H}[\mathrm{SMSE}]  \tag{77}\\
\text { s.t. } & \operatorname{tr}\left(\mathbf{B}_{k} \mathbf{B}_{k}^{H}\right) \leq P_{s k}, k=1, \cdots, K  \tag{78}\\
& \operatorname{tr}\left(\tilde{\mathbf{F}}\left(\sum_{m=1}^{K} \tilde{\mathbf{H}}_{m} \mathbf{B}_{m} \mathbf{B}_{m}^{H} \tilde{\mathbf{H}}_{m}^{H}+\mathbf{I}_{N_{r}}\right) \tilde{\mathbf{F}}^{H}\right) \leq P_{r} \tag{79}
\end{align*}
$$

where $\left\{\tilde{\mathbf{W}}_{k}\right\} \triangleq\left\{\tilde{\mathbf{W}}_{1}, \cdots, \tilde{\mathbf{W}}_{K}\right\}$. By comparing the problem (77)-(79) with the problem (10)-(12), it can be seen that the problem (77)-(79) is in fact a transmitter optimization problem for an "equivalent" interference MIMO relay system where the transmitter-relay and relay-receiver channels are $\tilde{\mathbf{H}}_{k}$ and $\tilde{\mathbf{G}}_{\tilde{F}}$, $k=1, \cdots, K$, respectively, the relay precoding matrix is $\tilde{\mathbf{F}}$, and the transmitter and receiver matrices are $\mathbf{B}_{k}$ and $\tilde{\mathbf{W}}_{k}, k=$ $1, \cdots, K$, respectively. Therefore, both proposed algorithms can be applied to solve the problem (77)-(79).

## B. Interference MIMO Relay Systems With Multiple Relay Nodes

The proposed tri-step algorithm can be easily extended to interference MIMO relay systems with multiple relay nodes. Let us consider a system with $L$ relay nodes, where $\mathbf{F}_{l}$ denotes the precoding matrix at the $l$ th relay node, $\mathbf{H}_{l k}$ and $\mathbf{G}_{k l}$ are the channel matrices from the $k$ th transmitter to the $l$ th relay, and from the $l$ th relay to the $k$ th receiver, respectively. Let us introduce the following SVDs for $l=1, \cdots, L$

$$
\begin{aligned}
{\left[\mathbf{H}_{l 1} \mathbf{B}_{1}, \ldots, \mathbf{H}_{l K} \mathbf{B}_{K}\right] } & =\mathbf{U}_{h, l} \boldsymbol{\Lambda}_{h, l} \mathbf{V}_{h, l}^{H} \\
{\left[\mathbf{G}_{1 l}^{T}, \ldots, \mathbf{G}_{K l}^{T}\right]^{T} } & =\mathbf{U}_{g, l} \boldsymbol{\Lambda}_{g, l} \mathbf{V}_{g, l}^{H} .
\end{aligned}
$$

Similar to (17), it can be shown that the optimal structure of $\mathbf{F}_{l}$ is

$$
\begin{equation*}
\mathbf{F}_{l}=\mathbf{V}_{g, l} \mathbf{A}_{l} \mathbf{U}_{h, l}^{H}, \quad l=1, \cdots, L \tag{80}
\end{equation*}
$$

Similar to the procedure in Table I, in each iteration of the tristep algorithm, we first update $\left\{\mathbf{W}_{k}\right\}$ with given $\left\{\mathbf{B}_{k}\right\}$ and $\left\{\mathbf{F}_{l}\right\} \triangleq$ $\left\{\mathbf{F}_{1}, \cdots, \mathbf{F}_{L}\right\}$. Then we update each relay matrix $\mathbf{F}_{l}$ based on its optimal structure (80) with fixed $\left\{\mathbf{W}_{k}\right\},\left\{\mathbf{B}_{k}\right\}$, and other relay matrices $\mathbf{F}_{m}, m=1, \cdots, L, m \neq l$. Finally, we optimize $\left\{\mathbf{B}_{k}\right\}$ with given $\left\{\mathbf{W}_{k}\right\}$ and $\left\{\mathbf{F}_{l}\right\}$.

On the other hand, the proposed simplified relay matrix design cannot be straightforwardly extended to multi-relay systems. Similar to (42), the optimal $\mathbf{F}_{l}$ in (80) can be written as

$$
\mathbf{F}_{l}=\mathbf{V}_{g, l} \boldsymbol{\Lambda}_{g, l}^{-1} \mathbf{U}_{g, l}^{H} \mathbf{C}_{l} \mathbf{U}_{h, l}^{H}, \quad l=1, \cdots, L
$$



Fig. 2. Example 1: MSE versus the number of iterations, $K=2$.
where $\mathbf{C}_{l}=\left[\mathbf{C}_{l, 1}^{T}, \cdots, \mathbf{C}_{l, K}^{T}\right]^{T}$. It can be shown that the MSE of the $k$ th transmitter-receiver pair is a function of $\mathbf{C}_{1, k}, \mathbf{C}_{2, k}, \cdots$, $\mathbf{C}_{L, k}$. However, the power constraint at the $l$ th relay node is a function of $\mathbf{C}_{l, 1}, \mathbf{C}_{l, 2}, \cdots, \mathbf{C}_{l, K}$. Thus, unlike a single-relay system, the optimal relay matrix design problem in multi-relay systems cannot be easily decomposed into $K$ subproblems with closed-form solutions, due to the couplings among all $\mathbf{C}_{l, k}$. Developing a simplified relay matrices design algorithm for an interference MIMO relay system with multiple relay nodes is an interesting future research topic.

## V. Numerical Examples

In this section, we study the performance of the proposed joint transceiver matrices design algorithms for interference MIMO relay systems in Table I (Algorithm 1) and Table II (Algorithm 2) through numerical simulations. We consider an interference MIMO relay system with $d=3$, where all transmitters and receivers have the same number of antennas, i.e., $N_{s k}=N_{d k}=4, k=1, \cdots, K$. Unless explicitly mentioned, the relay node has $N_{r}=20$ antennas. We also assume that all transmitters have the same power budget of $P_{s k}=20 \mathrm{~dB}$, $k=1, \cdots, K$. All channel matrices have i.i.d. complex Gaussian entries with zero mean and unit variance, and all noises are i.i.d. Gaussian with zero mean and unit variance. The QPSK constellations are used to modulate the source symbols. All simulation results are averaged over $5 \times 10^{5}$ independent channel realizations. Both proposed algorithms are initialized with $\mathbf{F}^{(0)}=\sqrt{P_{r} / \operatorname{tr}\left(\sum_{k=1}^{K} P_{s k} \mathbf{H}_{k} \mathbf{H}_{k}^{H} / N_{s k}+\mathbf{I}_{N_{r}}\right)} \mathbf{I}_{N_{r}}$ and $\mathbf{B}_{k}^{(0)}=$ $\sqrt{P_{s k} / N_{s k}} \mathbf{I}_{N_{s k}}, k=1, \cdots, K$. As a benchmark, the performance of the proposed algorithms is compared with the joint power control and transceiver-relay beamforming (TxRxBF) algorithm developed in [12] and the total leakage minimization (TLM) algorithm developed in [13].

In the first example, we study the convergence speed of the proposed algorithms. Figs. 2 and 3 show respectively the normalized SMSE and BER performance of the two proposed algorithms versus the number of iterations at various levels of $P_{r}$ with $K=2$. It can be seen that at all $P_{r}$ levels, the proposed Algorithm 2 converges within two iterations. Interestingly, the convergence speed of the proposed Algorithm 1 decreases with


Fig. 3. Example 1: BER versus the number of iterations, $K=2$.


Fig. 4. Example 2: Comparison of MSE versus $P_{r}, K=2$.
increasing $P_{r}$. However, even at $P_{r}=20 \mathrm{~dB}$, the proposed Algorithm 1 converges around 10 iterations. In fact, the decreasing of the MSE and BER are negligible after seven iterations. Thus, we suggest that only seven iterations are needed for the proposed Algorithm 1 to achieve a good performance.

In the second example, we compare the performance of two proposed algorithms with the TLM algorithm. Fig. 4 shows the normalized SMSE performance of the three algorithms tested versus $P_{r}$ with $K=2$. It can be seen that both proposed algorithms outperform the TLM algorithm throughout the whole $P_{r}$ range when $N_{r}=20$. While the proposed Algorithm 1 has a better MSE performance than the proposed Algorithm 2 at convergence, the latter algorithm has a lower computational complexity.

For this example, the BER of all transmitter-receiver pairs versus $P_{r}$ yielded by the three algorithms is shown in Fig. 5. It can be seen that both proposed algorithms yield smaller BER than the TLM algorithm over the whole $P_{r}$ range when $N_{r}=$ 20. Moreover, when it converges, the proposed Algorithm 1 has a better BER performance than the proposed Algorithm 2 at a higher computational complexity. We also observe from Fig. 5 that both transmitter-receiver pairs achieve almost identical BER, indicating that both proposed algorithms are fair to all links.


Fig. 5. Example 2: BER versus $P_{r}$ for each transmitter-receiver pair, $K=2$.


Fig. 6. Example 3: MSE versus $P_{r}$ for different $K$.
It can be seen from Figs. 4 and 5 that the MSE and BER of both proposed algorithms are higher at $N_{r}=5$ compared with those at $N_{r}=20$. This is because as the number of independent data streams from all transmitters is $K d=6$, there is no degree-of-freedom at the relay node to separate data streams when $N_{r}=5$.

In the third example, we study the performance of the proposed algorithms with different number of transmitter-receiver pairs $K$. The normalized SMSE performance of both proposed algorithms versus $P_{r}$ is shown in Fig. 6 for $K=2,3,4$. As expected, for both algorithms, the MSE increases with $K$. Moreover, the proposed Algorithm 1 has better MSE performance than the proposed Algorithm 2 for all $K$ values.

In the fourth example, we study the effect of CSI mismatch on the performance of two proposed algorithms. We assume that the channel estimation error at the transmitter side is uncorrelated, i.e., $\boldsymbol{\Theta}_{h, k}=\sigma_{e}^{2} \mathbf{I}_{N_{s k}}$ and $\boldsymbol{\Theta}_{g, k}=\sigma_{e}^{2} \mathbf{I}_{N_{r}}$ where $\sigma_{e}^{2}$ measures the variance of the channel estimation error. The covariance matrices of the channel estimation error at the receiver side is set as

$$
\boldsymbol{\Phi}_{h, k}=\left[\begin{array}{cccc}
1 & \phi_{h} & \phi_{h}^{2} & \phi_{h}^{3} \\
\phi_{h} & 1 & \phi_{h} & \phi_{h}^{2} \\
\phi_{h}^{2} & \phi_{h} & 1 & \phi_{h} \\
\phi_{h}^{3} & \phi_{h}^{2} & \phi_{h} & 1
\end{array}\right], \quad \boldsymbol{\Phi}_{g, k}=\left[\begin{array}{cccc}
1 & \phi_{g} & \phi_{g}^{2} & \phi_{g}^{3} \\
\phi_{g} & 1 & \phi_{g} & \phi_{g}^{2} \\
\phi_{g}^{2} & \phi_{g} & 1 & \phi_{g} \\
\phi_{g}^{3} & \phi_{g}^{2} & \phi_{g} & 1
\end{array}\right]
$$



Fig. 7. Example 4: Effect of CSI mismatch on the proposed algorithms.


Fig. 8. Example 5: Comparison of BER versus $P_{r}, K=2$.
where we choose $\phi_{h}=\phi_{g}=0.45$ in the simulation. Fig. 7 shows the performance of the two proposed algorithms under $\sigma_{e}^{2}=0.01$ and 0.001 . As expected, it can be seen from Fig. 7 that the MSE increases with $\sigma_{e}^{2}$. When $\sigma_{e}^{2}$ is small, the system MSE is very close to that of the system with the perfect CSI, indicating that both proposed algorithms are efficient in the case of CSI mismatch.

In the last example, we compare the BER performance of the proposed algorithms with the TLM algorithm and the TxRxBF algorithm in [12]. As the TxRxBF algorithm is only applicable to an interference MIMO relay system with $d=1$, thus in this example, we choose $d=1$. It can be seen from Fig. 8 that both proposed algorithms and the TxRxBF algorithm yield smaller system BER than the TLM algorithm. Moreover, the proposed Algorithm 1 outperforms the TxRxBF algorithm, while the TxRxBF algorithm has a better BER performance than the proposed Algorithm 2. Note that the computational complexity of the TxRxBF algorithm is much higher than that of the proposed Algorithm 2.

## VI. Conclusion

In this paper, we have presented two algorithms for jointly optimizing the transmitter, relay, and receiver matrices of interference MIMO relay systems. In particular, the optimal structure
of the relay precoding matrix has been derived to reduce the computational complexity. Moreover, by modifying the power constraint at the relay node, a simplified relay matrix design has been proposed which has a closed-form solution. Numerical simulation results show that the proposed algorithms converge quickly after a few iterations. The proposed Algorithm 1 has a better MSE and BER performance than the proposed Algorithm 2 at a higher computational complexity.
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