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#### Abstract

In this paper, we investigate the transceiver design for nonregenerative multicasting multiple-input multiple-output (MIMO) relay systems, where one transmitter broadcasts common message to multiple receivers with the aid of a relay node. The transmitter, relay, and receivers are all equipped with multiple antennas. We assume that the true (unknown) channel matrices have Gaussian distribution, with the estimated channels as the mean value, and the channel estimation errors follow the well-known Kronecker model. We first develop an iterative robust algorithm to jointly design the transmitter, relay, and receiver matrices to minimize the maximal mean-squared error (MSE) of the signal waveform estimation among all receivers. Then, we derive the optimal structure of the relay precoding matrix and show that the MSE at each receiver can be decomposed into the sum of the MSEs of the first-hop and second-hop channels. Based on this MSE decomposition, we develop a simplified transceiver design algorithm with a low computational complexity. Numerical simulations demonstrate the improved robustness of the proposed transceiver design algorithms against the mismatch between the true and estimated channels. Interestingly, compared with the iterative algorithm, the simplified transceiver design has only negligible performance loss with significantly reduced computational complexity.
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## I. Introduction

IN MANY practical communication systems, one source node transmits common information to multiple receivers simultaneously. These systems are referred to as multicast broadcasting or multicasting systems. Recently, multicasting systems have attracted much research interest, due to the increasing demand for mobile applications such as location based video broadcasting and streaming media.

The wireless channel has the multicast broadcasting nature, making it suitable for multicasting applications. However, the wireless system performance may be degraded due to the channel fading and shadowing effects. By deploying multiantenna and beamforming techniques at the transmitter and receivers, the channel shadowing effect can be mitigated [2]. Next

[^0]generation wireless standards such as WiMAX 802.16 m and 3GPP LTE-Advanced have already included technologies which enable better multicasting solutions based on multi-antenna and beamforming techniques [3].

Due to the nonconvex nature of the problem, designing the optimal transmit beamforming vector for multicasting is difficult in general. Capacity limits of multi-antenna multicasting channel have been studied in [4], and the channel spatial correlation effect on the channel capacity has been investigated in [5]. In [6], transmit beamforming vectors for physical layer multicasting have been designed with the assumption that the channel state information (CSI) is available at the transmitter. In the multicasting systems [3]-[8], single-antenna has been assumed at the receivers. Recently multicasting systems with multi-antenna receivers have been investigated in [9]-[11].

In the case of long distance between the transmitter and receivers, relay node is necessary to efficiently mitigate the pathloss of wireless channel. In [12], a cooperative protocol for multicasting systems with multiple transmit antennas is proposed with the assumption that the users are equipped with single antenna. A two-hop multiple-input multiple-output (MIMO) relay multicasting system has been proposed in [13] where one transmitter multicasts common message to multiple receivers with the aid of a relay node, and the transmitter, relay, and receivers are all equipped with multiple antennas. It is also assumed in [13] that the true CSI of all channels is available at the relay node. However, in practical communication systems, the exact CSI is not available, and therefore, has to be estimated. There is always mismatch between the true and estimated CSI. Hence, the performance of the algorithm in [13] will degrade due to such CSI mismatch.

In this paper, we propose a transceiver design algorithm for multicasting MIMO relay systems which is robust against the CSI mismatch. Similar to [13], the transmitter, relay, and receivers in the system are all equipped with multiple antennas. However, different to [13], the true channel matrices have Gaussian distribution, with the estimated channels as the mean value, and the channel estimation errors follow the well-known Kronecker model [14], [15]. We first propose an iterative robust algorithm to jointly design the transmitter, relay, and receiver matrices to minimize the maximal mean-squared error (MSE) of the signal waveform estimation among all receivers.

Note that recently some transceiver optimization problems in MIMO systems have been unified into a framework of matrix-monotonic optimization in [16]. A general robust linear transceiver design for multi-hop amplify-and-forward MIMO relay systems has been proposed in [17]. Quadratic matrix programming has been applied in [18] for transceiver optimization in MIMO relay systems. However, the problem of robust transceiver design for multicasting MIMO relay systems is not


Fig. 1. Block diagram of a two-hop nonregenerative multicasting MIMO relay system.
covered in [16]-[18]. We would like to mention that robust transceiver design for single-user MIMO relay systems [14], [15], [19]-[21], and multiuser MIMO relay systems [22] can not be simply extended to multicasting MIMO relay systems.

Due to the high computational complexity of the proposed iterative algorithm, we develop a simplified robust transceiver design scheme in which we show that the MSE at each receiver can be decomposed into the sum of the MSEs of the first-hop and second-hop channels. This extends the result of MSE decomposition [13] and [23] from MIMO relay systems with perfect CSI to practical MIMO relay systems with imperfect CSI. Based on this MSE decomposition, we develop a transceiver design algorithm with low computational complexity. We show that under some mild conditions, the transmitter and relay precoding matrices can be optimized separately. In particular, the transmitter precoding matrix optimization problem has a closed-form solution, while the relay precoding matrix can be optimized through solving a convex semidefinite programming (SDP) problem [24].

Numerical simulations demonstrate the improved robustness of both proposed iterative and simplified algorithms against the CSI mismatch. Interestingly, compared with the iterative algorithm, the simplified transceiver design has only negligible performance loss with significantly reduced computational complexity.

The rest of the paper is organized as follows. The system model is presented in Section II. In Section III, the proposed robust transceiver design algorithms are developed. Numerical examples are shown in Section IV to verify the performance of the proposed algorithms, and conclusions are drawn in Section V.

## II. System Model

We consider a two-hop nonregenerative MIMO relay multicasting system with $L$ receivers as shown in Fig. 1, where the transmitter and relay have $N_{S}$ and $N_{R}$ antennas, respectively. For simplicity, we assume that each receiver has $N_{D}$ antennas. It is assumed that due to severe pathloss, there are no direct links between the transmitter and receivers. The data transmission takes place over two time slots. The received signal at the relay during the first time slot is given by

$$
\begin{equation*}
\mathbf{y}_{r}=\mathbf{H}_{1} \mathbf{F} \mathbf{x}+\mathbf{n}_{1} \tag{1}
\end{equation*}
$$

where $\mathbf{x} \in \mathbb{C}^{N_{B} \times 1}$ is the source signal vector satisfying $E\left\{\mathbf{x x}^{H}\right\}=\mathbf{I}_{N_{B}}, \quad N_{B}$ is chosen to satisfy $N_{B} \leq$ $\min \left(N_{S}, N_{R}, N_{D}\right), \mathbf{H}_{1} \in \mathbb{C}^{N_{R} \times N_{S}}$ is the MIMO channel matrix between the transmitter and the relay node, $\mathbf{F} \in \mathbb{C}^{N_{S} \times N_{B}}$ is the transmitter precoding matrix, and $\mathbf{n}_{1} \in \mathbb{C}^{N_{R} \times 1}$ is the additive noise vector at the relay node. Here $(\cdot)^{H}$ denotes matrix Hermitian transpose, $E\{\cdot\}$ stands for statistical expectation, and $\mathbf{I}_{n}$ represents the $n \times n$ identity matrix.

At the second time slot, the relay node linearly precodes $\mathbf{y}_{r}$ with the relay precoding matrix $\mathbf{G} \in \mathbb{C}^{N_{R} \times N_{R}}$, and broadcasts the linearly precoded signal vector

$$
\begin{equation*}
\mathbf{x}_{r}=\mathbf{G} \mathbf{y}_{r} \tag{2}
\end{equation*}
$$

to all receivers. The received signal vector at the $i$ th receiver can be written as

$$
\begin{equation*}
\mathbf{y}_{d, i}=\mathbf{H}_{2, i} \mathbf{G H}_{1} \mathbf{F x}+\mathbf{H}_{2, i} \mathbf{G n}_{1}+\mathbf{n}_{2, i}, \quad i=1, \cdots, L \tag{3}
\end{equation*}
$$

where $\mathbf{H}_{2, i} \in \mathbb{C}^{N_{D} \times N_{R}}$ is the MIMO channel matrix between the relay node and the $i$ th receiver, $\mathbf{n}_{2, i} \in \mathbb{C}^{N_{D} \times 1}$ is the additive noise vector at the $i$ th receiver. We assume that all noises are independent and identically distributed (i.i.d.) with zero mean and unit variance. In practice, channel $\mathbf{H}_{1}$ can be estimated at the relay node through channel training using pilot signals sent by the transmitter. Channel $\mathbf{H}_{2, i}$ is estimated at the $i$ th receiver using a training sequence sent from the relay node, and the estimated $\mathbf{H}_{2, i}$ is then sent from the $i$ th receiver to the relay node. The optimal transmitter precoding matrix $\mathbf{F}$ and relay precoding matrix $\mathbf{G}$ are calculated at the relay node. Then the relay node forwards $\mathbf{F}$ to the transmitter and broadcasts $\mathbf{F}, \mathbf{G}$, and $\mathbf{H}_{1}$ to all receivers.

In general, the instantaneous CSI is required for the optimal design of the precoding matrices $\mathbf{F}$ and $\mathbf{G}$. However, in practice, the exact CSI is not available due to channel estimation errors. In fact, the exact CSI of $\mathbf{H}_{1}$ and $\mathbf{H}_{2, i}$ can be modeled as [15]

$$
\begin{align*}
\mathbf{H}_{1} & =\widehat{\mathbf{H}}_{1}+\boldsymbol{\Delta}_{1}  \tag{4}\\
\mathbf{H}_{2, i} & =\widehat{\mathbf{H}}_{2, i}+\boldsymbol{\Delta}_{2, i}, \quad i=1, \cdots, L \tag{5}
\end{align*}
$$

where $\widehat{\mathbf{H}}_{1}$ and $\widehat{\mathbf{H}}_{2, i}$ are the estimated transmitter-relay and relay$i$ th receiver channel matrices, respectively, $\boldsymbol{\Delta}_{1}$ and $\boldsymbol{\Delta}_{2, i}$ are the corresponding channel estimation error matrices. We assume that $\boldsymbol{\Delta}_{1}$ and $\boldsymbol{\Delta}_{2, i}$ satisfy the Gaussian-Kronecker model as [15]

$$
\begin{align*}
\boldsymbol{\Delta}_{1} & \sim \mathcal{C N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\mathbf{1}} \otimes \boldsymbol{\Psi}_{1}^{T}\right)  \tag{6}\\
\boldsymbol{\Delta}_{2, i} & \sim \mathcal{C N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{2, i} \otimes \boldsymbol{\Psi}_{2, i}^{T}\right), \quad i=1, \cdots, L \tag{7}
\end{align*}
$$

where $\otimes$ denotes the matrix Kronecker product, $(\cdot)^{T}$ stands for the matrix transpose, $\boldsymbol{\Sigma}_{1}$ and $\boldsymbol{\Psi}_{1}^{T}$ are the row and column covariance matrices of $\boldsymbol{\Delta}_{1}$, respectively, and similarly, $\boldsymbol{\Sigma}_{2, i}$ and $\boldsymbol{\Psi}_{2, i}^{T}$ are the row and column covariance matrices of $\boldsymbol{\Delta}_{2, i}$, respectively. We would like to note that the Gaussian-Kronecker model is well-accepted to model the channel estimation error matrices. As an example, it has been shown in [15] that the error matrices using channel estimation algorithms in [25] and [26] have the Gaussian-Kronecker structure.

From (4)-(7), the channel matrices $\mathbf{H}_{1}$ and $\mathbf{H}_{2, i}$ can be modeled as [15]

$$
\begin{align*}
\mathbf{H}_{1} & =\widehat{\mathbf{H}}_{1}+\boldsymbol{\Sigma}_{1}^{\frac{1}{2}} \mathbf{H}_{\omega_{1}} \boldsymbol{\Psi}_{1}^{\frac{1}{2}}  \tag{8}\\
\mathbf{H}_{2, i} & =\widehat{\mathbf{H}}_{2, i}+\boldsymbol{\Sigma}_{2, i}^{\frac{1}{2}} \mathbf{H}_{\omega_{2, i}} \boldsymbol{\Psi}_{2, i}^{\frac{1}{2}}, \quad i=1, \cdots, L \tag{9}
\end{align*}
$$

where $\mathbf{H}_{\omega_{1}}$ and $\mathbf{H}_{\omega_{2, i}}$ are complex Gaussian random matrices whose entries are i.i.d. with zero mean and unit variance.

Lemma 1: [15], [27] For $\mathbf{H} \sim \mathcal{C N}\left(\widehat{\mathbf{H}}, \boldsymbol{\Sigma} \otimes \boldsymbol{\Psi}^{T}\right)$ and any constant matrix $\mathbf{A}$, there is

$$
\begin{equation*}
E_{H}\left\{\mathbf{H} \mathbf{A H}^{H}\right\}=\widehat{\mathbf{H}} \mathbf{A} \widehat{\mathbf{H}}^{H}+\operatorname{tr}\{\mathbf{A} \boldsymbol{\Psi}\} \boldsymbol{\Sigma} \tag{10}
\end{equation*}
$$

where $\operatorname{tr}\{\cdot\}$ denotes the matrix trace.
At the $i$ th receiver, a linear receiver with the weight matrix $\mathbf{W}_{i}$ is applied to retrieve the source signal vector $\mathbf{x}$. Hence, the estimated signal at the $i$ th receiver can be expressed as

$$
\begin{equation*}
\tilde{\mathbf{x}}_{i}=\mathbf{W}_{i} \mathbf{y}_{d, i}, \quad i=1, \cdots, L \tag{11}
\end{equation*}
$$

Using (3) and (11), the MSE of the signal waveform estimation at the $i$ th receiver is given by

$$
\begin{align*}
& M_{i}\left(\mathbf{W}_{i}, \mathbf{G}, \mathbf{F}\right) \\
= & E\left\{\operatorname{tr}\left\{\left(\mathbf{W}_{i} \mathbf{y}_{d, i}-\mathbf{x}\right)\left(\mathbf{W}_{i} \mathbf{y}_{d, i}-\mathbf{x}\right)^{H}\right\}\right\} \\
= & \operatorname{tr}\left\{\left(\mathbf{W}_{i} \mathbf{H}_{2, i} \mathbf{G H}_{1} \mathbf{F}-\mathbf{I}_{N_{B}}\right)\right. \\
& \left.\times\left(\mathbf{W}_{i} \mathbf{H}_{2, i} \mathbf{G} \mathbf{H}_{1} \mathbf{F}-\mathbf{I}_{N_{B}}\right)^{H}+\mathbf{W}_{i} \mathbf{R}_{n, i} \mathbf{W}_{i}^{H}\right\} \tag{12}
\end{align*}
$$

where $\mathbf{R}_{n, i}$ is the equivalent noise covariance matrix given by

$$
\mathbf{R}_{n, i}=\mathbf{H}_{2, i} \mathbf{G G}^{H} \mathbf{H}_{2, i}^{H}+\mathbf{I}_{N_{D}}
$$

From (2), the transmission power consumed by the relay node can be written as

$$
\begin{align*}
P(\mathbf{G}) & =E\left\{\operatorname{tr}\left\{\mathbf{x}_{r} \mathbf{x}_{r}^{H}\right\}\right\} \\
& =\operatorname{tr}\left\{\mathbf{G}\left(\mathbf{H}_{1} \mathbf{F} \mathbf{F}^{H} \mathbf{H}_{1}^{H}+\mathbf{I}_{N_{R}}\right) \mathbf{G}^{H}\right\} \tag{13}
\end{align*}
$$

## III. Proposed Robust Transceiver Design Algorithms

It can be seen from (12) that if the exact $\mathbf{H}_{1}$ and $\mathbf{H}_{2, i}$ are unavailable at the receivers, it is impossible to design $\mathbf{W}_{i}$ that optimizes $M_{i}\left(\mathbf{W}_{i}, \mathbf{G}, \mathbf{F}\right)$ in (12). If we design $\mathbf{W}_{i}, \mathbf{F}$, and $\mathbf{G}$ based only on $\widehat{\mathbf{H}}_{1}$ and $\widehat{\mathbf{H}}_{2, i}$, there can be a great performance degradation due to the mismatch between $\mathbf{H}_{1}, \mathbf{H}_{2, i}$ and $\widehat{\mathbf{H}}_{1}$, $\widehat{\mathbf{H}}_{2, i}$. Instead of optimizing (12), we design $\mathbf{W}_{i}, \mathbf{F}$, and $\mathbf{G}$ to minimize

$$
J_{i}\left(\mathbf{W}_{i}, \mathbf{G}, \mathbf{F}\right) \triangleq E_{H_{1}, H_{2, i}}\left\{M_{i}\left(\mathbf{W}_{i}, \mathbf{G}, \mathbf{F}\right)\right\}
$$

where the statistical expectation is carried out with respect to $\mathbf{H}_{1}$ and $\mathbf{H}_{2, i}$, with the distribution given in (8) and (9). By applying Lemma 1 in (10) to (12), we obtain

$$
\begin{align*}
& J_{i}\left(\mathbf{W}_{i}, \mathbf{G}, \mathbf{F}\right) \\
= & \operatorname{tr}\left\{\mathbf{I}_{N_{B}}+\mathbf{W}_{i}\left(\widehat{\mathbf{H}}_{2, i} \mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H}+\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \boldsymbol{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i}\right.\right. \\
& \left.\left.+\mathbf{I}_{N_{D}}\right) \mathbf{W}_{i}^{H}-\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}-\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\}(14 \tag{14}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Xi}=\widehat{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}+\operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \boldsymbol{\Psi}_{1}\right\} \boldsymbol{\Sigma}_{1}+\mathbf{I}_{N_{R}} \tag{15}
\end{equation*}
$$

The detailed steps leading to (14) are presented in Appendix A.
Since the true $\mathbf{H}_{1}$ is unknown, we consider the averaged transmission power at the relay node, which can be calculated from (13) as

$$
\begin{align*}
E_{H_{1}}\{P(\mathbf{G})\} & =E_{H_{1}}\left\{\operatorname{tr}\left\{\mathbf{G}\left(\mathbf{H}_{1} \mathbf{F} \mathbf{F}^{H} \mathbf{H}_{1}^{H}+\mathbf{I}_{N_{R}}\right) \mathbf{G}^{H}\right\}\right\} \\
& =\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H}\right\} . \tag{16}
\end{align*}
$$

In the proposed transceiver design, we aim to minimize the maximum of (14) among all receivers subjecting to the transmitter and relay power constraints, which can be written as the
following optimization problem

$$
\begin{align*}
\min _{\mathbf{F}, \mathbf{G},\left\{\mathbf{W}_{i}\right\}} & \max _{i} J_{i}\left(\mathbf{W}_{i}, \mathbf{G}, \mathbf{F}\right)  \tag{17}\\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H}\right\} \leq P_{r}  \tag{18}\\
& \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\} \leq P_{s} \tag{19}
\end{align*}
$$

where $\left\{\mathbf{W}_{i}\right\}=\left\{\mathbf{W}_{i}, i=1, \cdots, L\right\}$, (18) and (19) are the transmission power constraints at the relay node and the transmitter, respectively, and $P_{r}>0, P_{s}>0$ are the corresponding power budgets.

## A. Iterative Transceiver Design Algorithm

The min-max problem (17)-(19) is very hard to solve due to the complicated objective function (17). In the following, we develop an iterative algorithm ${ }^{1}$ to solve the problem (17)-(19). Firstly, for any given $\mathbf{F}$ and $\mathbf{G}$, the optimal $\mathbf{W}_{i}$ that minimizes the MSE function (14) is the well known MMSE receiver (Wiener filter) which is given by [28]

$$
\begin{align*}
\mathbf{W}_{i}= & \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H}\left(\widehat{\mathbf{H}}_{2, i} \mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H}\right. \\
& \left.+\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i}+\mathbf{I}_{N_{D}}\right)^{-1}, i=1, \cdots, L \tag{20}
\end{align*}
$$

where $(\cdot)^{-1}$ denotes the matrix inverse.
Secondly, with given $\mathbf{F}$ and $\left\{\mathbf{W}_{i}\right\}$, the problem of optimizing $G$ can be written as

$$
\begin{align*}
\min _{\mathbf{G}, t_{1}} & t_{1}  \tag{21}\\
\text { s.t. } & J_{i}(\mathbf{G}) \leq t_{1}, \quad i=1, \cdots, L  \tag{22}\\
& \operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H}\right\} \leq P_{r} \tag{23}
\end{align*}
$$

where $J_{i}(\mathbf{G})$ is (14) written as a function of $\mathbf{G}$ with fixed $\mathbf{F}$ and $\left\{\mathbf{W}_{i}\right\}$ as

$$
\begin{align*}
J_{i}(\mathbf{G})= & \operatorname{tr}\left\{\mathbf{W}_{i} \mathbf{W}_{i}^{H}\right\}+\operatorname{tr}\left\{\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\} \\
& +\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\} \operatorname{tr}\left\{\mathbf{W}_{i} \boldsymbol{\Sigma}_{2, i} \mathbf{W}_{i}^{H}\right\}+N_{B} \\
& -\operatorname{tr}\left\{\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\} . \tag{24}
\end{align*}
$$

Let us introduce for $i=1, \cdots, L$

$$
\mathbf{D}_{i}^{\frac{1}{2}} \mathbf{D}_{i}^{\frac{H}{2}}=\widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H} \mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i}+\operatorname{tr}\left\{\mathbf{W}_{i} \boldsymbol{\Sigma}_{2, i} \mathbf{W}_{i}^{H}\right\} \mathbf{\Psi}_{2, i} .
$$

Then (24) can be rewritten as

$$
\begin{align*}
J_{i}(\mathbf{G})= & \operatorname{tr}\left\{\mathbf{W}_{i} \mathbf{W}_{i}^{H}\right\}+N_{B}+\operatorname{tr}\left\{\mathbf{D}_{i}^{\frac{H}{2}} \mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \mathbf{D}_{i}^{\frac{1}{2}}\right. \\
& \left.-\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}-\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\} . \tag{25}
\end{align*}
$$

Let us introduce $\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \preceq \boldsymbol{\Phi}$, where $\mathbf{A} \preceq \mathbf{B}$ means that $\mathbf{B}-\mathbf{A} \succeq 0$ is positive semidefinite (PSD). Using (25), the problem (21)-(23) can be equivalently rewritten as the following

[^1]SDP problem

$$
\begin{align*}
\min _{\mathbf{G}, \boldsymbol{\Phi}, t_{1}} & t_{1}  \tag{26}\\
\text { s.t. } & J_{i}(\mathbf{G}, \boldsymbol{\Phi}) \leq t_{1}, \quad i=1, \cdots, L  \tag{27}\\
& \operatorname{tr}\{\mathbf{\Phi}\} \leq P_{r}  \tag{28}\\
& \left(\begin{array}{cr}
\boldsymbol{\Phi} & \mathbf{G} \\
\mathbf{G}^{H} & \boldsymbol{\Xi}^{-1}
\end{array}\right) \succeq 0 \tag{29}
\end{align*}
$$

where

$$
\begin{aligned}
J_{i}(\mathbf{G}, \boldsymbol{\Phi})= & \operatorname{tr}\left\{\mathbf{W}_{i} \mathbf{W}_{i}^{H}\right\}+N_{B}+\operatorname{tr}\left\{\mathbf{D}_{i}^{\frac{H}{2}} \mathbf{\Phi} \mathbf{D}_{i}^{\frac{1}{2}}\right. \\
& \left.-\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}-\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\}
\end{aligned}
$$

Thirdly, with given $\mathbf{G}$ and $\left\{\mathbf{W}_{i}\right\}$, the problem of optimizing $\mathbf{F}$ can be written as

$$
\begin{align*}
\min _{\mathbf{F}, t_{2}} & t_{2}  \tag{30}\\
\text { s.t. } & J_{i}(\mathbf{F}) \leq t_{2}, \quad i=1, \cdots, L  \tag{31}\\
& \operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H}\right\} \leq P_{r}  \tag{32}\\
& \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\} \leq P_{s} \tag{33}
\end{align*}
$$

where $J_{i}(\mathbf{F})$ is (14) written as a function of $\mathbf{F}$ with fixed $\mathbf{G}$ and $\left\{\mathbf{W}_{i}\right\}$ as

$$
\begin{align*}
J_{i}(\mathbf{F})= & \operatorname{tr}\left\{\boldsymbol{\Theta}_{i}^{\frac{H}{2}} \mathbf{F} \mathbf{F}^{H} \boldsymbol{\Theta}_{i}^{\frac{1}{2}}\right\}+S_{i} \\
& -\operatorname{tr}\left\{\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\} \tag{34}
\end{align*}
$$

Here $\Theta_{i}$ and $S_{i}$ are given in (86) and (87) in Appendix B, respectively. The detailed steps leading to (34) are presented in Appendix B. The left-hand side of the constraint (32) can be rewritten as

$$
\begin{align*}
\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H}\right\}= & \operatorname{tr}\left\{\widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H}\right\} \\
& +\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Sigma}_{1} \mathbf{G}^{H}\right\} \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \mathbf{\Psi}_{1}\right\}+\operatorname{tr}\left\{\mathbf{G} \mathbf{G}^{H}\right\} \\
= & \operatorname{tr}\left\{\mathbf{O}^{\frac{H}{2}} \mathbf{F} \mathbf{F}^{H} \mathbf{O}^{\frac{1}{2}}\right\}+\operatorname{tr}\left\{\mathbf{G} \mathbf{G}^{H}\right\} \tag{35}
\end{align*}
$$

where $\widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \mathbf{G} \widehat{\mathbf{H}}_{1}+\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Sigma}_{1} \mathbf{G}^{H}\right\} \boldsymbol{\Psi}_{1}=\mathbf{O}^{\frac{1}{2}} \mathbf{O}^{\frac{H}{2}}$.
Let us introduce $\mathbf{O}^{\frac{H}{2}} \mathbf{F F}^{H} \mathbf{O}^{\frac{1}{2}} \preceq \mathbf{X}, \mathbf{F F}^{H} \preceq \mathbf{Y}$. Using (34) and (35), the problem (30)-(33) can be rewritten as the following SDP problem

$$
\begin{align*}
\min _{\mathbf{F}, \mathbf{X}, \mathbf{Y}, t_{2}} & t_{2}  \tag{36}\\
\text { s.t. } & J_{i}(\mathbf{F}, \mathbf{Y}) \leq t_{2}, \quad i=1, \cdots, L  \tag{37}\\
& \operatorname{tr}\{\mathbf{X}\}+\operatorname{tr}\left\{\mathbf{G G}^{H}\right\} \leq P_{r}  \tag{38}\\
& \left(\begin{array}{cc}
\mathbf{X} & \mathbf{O}^{\frac{H}{2}} \mathbf{F} \\
\mathbf{F}^{H} \mathbf{O}^{\frac{1}{2}} & \mathbf{I}_{N_{B}}
\end{array}\right) \succeq 0  \tag{39}\\
& \operatorname{tr}\{\mathbf{Y}\} \leq P_{s}  \tag{40}\\
& \left(\begin{array}{cr}
\mathbf{Y} & \mathbf{F} \\
\mathbf{F}^{H} & \mathbf{I}_{N_{B}}
\end{array}\right) \succeq 0 \tag{41}
\end{align*}
$$

TABLE I
Procedure of the Proposed Iterative Transceiver Design Algorithm

1) Initialize the algorithm with $\mathbf{F}^{(0)}=\sqrt{\overline{P_{s} / N_{B}}}\left[\mathbf{I}_{N_{B}}, \mathbf{0}\right]^{T}$ and $\mathbf{G}^{(0)}=\sqrt{P_{r} / \operatorname{tr}\left\{\boldsymbol{\Xi}^{(0)}\right\}} \mathbf{I}_{N_{R}} ;$ Set $n=0$.
2) Update $\left\{\mathbf{W}^{(n)}\right\}$ using $\mathbf{F}^{(n)}$ and $\mathbf{G}^{(n)}$ as (20).
3) Update $\mathbf{G}^{(n+1)}$ using $\left\{\mathbf{W}^{(n)}\right\}$ and $\mathbf{F}^{(n)}$ by solving the problem (26)-(29).
4) Update $\mathbf{F}^{(n+1)}$ using $\left\{\mathbf{W}^{(n)}\right\}$ and $\mathbf{G}^{(n+1)}$ by solving the problem (36)-(41).
5) If $\left(\max _{i} J_{i}^{(n)}-\max _{i} J_{i}^{(n+1)}\right) / \max _{i} J_{i}^{(n)}<\varepsilon$, iteration ends; otherwise go to step (2).
where

$$
\begin{aligned}
J_{i}(\mathbf{F}, \mathbf{Y})= & \operatorname{tr}\left\{\boldsymbol{\Theta}_{i}^{\frac{H}{2}} \mathbf{Y} \boldsymbol{\Theta}_{i}^{\frac{1}{2}}\right\}+S_{i} \\
& -\operatorname{tr}\left\{\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\}
\end{aligned}
$$

The procedure of applying the iterative algorithm to solve the problem (17)-(19) is listed in Table I, where the superscript ( $n$ ) denotes the number of iterations, $\varepsilon$ is a small positive number close to zero, and $\max _{i} J_{i}^{(n)}$ stands for the value of (17) at the $n$th iteration. At each iteration, the complexity of solving the SDP problem (26)-(29) is $\mathcal{O}\left(N_{R}^{4}\left(L+1+4 N_{R}^{2}\right)(L+1+\right.$ $\left.\left.2 N_{R}\right)^{0.5}\right)$, and the complexity order of solving the problem (36)(41) is $\mathcal{O}\left(\left(N_{S} N_{B}+2 N_{S}^{2}\right)^{2}\left(L+2+2\left(N_{S}+N_{B}\right)^{2}\right)(L+2+\right.$ $\left.\left.2\left(N_{S}+N_{B}\right)\right)^{0.5}\right)$. Thus, it can be seen from Table I that the iterative algorithm has a high computational complexity, as its overall complexity is the per iteration complexity multiply with the number of iterations required till convergence. In the following, we develop a simplified algorithm for the minmax MSE problem (17)-(19) such that nearly optimal transmit and relay matrices can be designed with a significantly reduced computational complexity.

## B. Simplified Transceiver Design Algorithm

In the following, we propose a low computational complexity approach to optimize F and G. By substituting (20) back into (14), we have

$$
\begin{align*}
& J_{i}(\mathbf{G}, \mathbf{F}) \\
= & \operatorname{tr}\left\{\mathbf{I}_{N_{B}}-\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H}\left(\widehat{\mathbf{H}}_{2, i} \mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H}\right.\right. \\
& \left.\left.+\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i}+\mathbf{I}_{N_{D}}\right)^{-1} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}\right\} . \tag{42}
\end{align*}
$$

Then the problem (17)-(19) can be written as the following optimization problem

$$
\begin{array}{cl}
\min _{\mathbf{F}, \mathbf{G}} & \max _{i} J_{i}(\mathbf{G}, \mathbf{F}) \\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H}\right\} \leq P_{r} \\
& \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\} \leq P_{s} . \tag{45}
\end{array}
$$

The following theorem shows the optimal structure of $\mathbf{G}$ as the solution to the problem (43)-(45).

Theorem 1: The optimal relay precoding matrix $\mathbf{G}$ for each transmitter-relay-receiver link can be expressed as

$$
\begin{equation*}
\mathbf{G}=\mathbf{T} \mathbf{W}_{r}=\mathbf{T} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \boldsymbol{\Xi}^{-1} \tag{46}
\end{equation*}
$$

where $\mathbf{W}_{r} \triangleq \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \boldsymbol{\Xi}^{-1}$ can be viewed as the linear MMSE receiver at the relay node, and $\mathbf{T}$ is unknown and can be viewed as the precoding matrix at the transmit side of the second-hop MIMO multicasting channel. Using G in (46), the MSE of the estimated signal at the $i$ th receiver (42) can be reformulated as the sum of two MSE functions

$$
\begin{align*}
& J_{i}(\mathbf{T}, \mathbf{F}) \\
= & \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\right)^{-1}\right\}+\operatorname{tr}\left\{\left[\mathbf{R}^{-1}+\mathbf{T}^{H} \widehat{\mathbf{H}}_{2, i}^{H}\right.\right. \\
& \left.\left.\times\left(\operatorname{tr}\left\{\mathbf{T R T}^{H} \mathbf{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i}+\mathbf{I}_{N_{D}}\right)^{-1} \widehat{\mathbf{H}}_{2, i} \mathbf{T}\right]^{-1}\right\} \tag{47}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{\Upsilon} & =\operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \mathbf{\Psi}_{1}\right\} \boldsymbol{\Sigma}_{1}+\mathbf{I}_{N_{R}}  \tag{48}\\
\mathbf{R} & =\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}\left(\widehat{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}+\mathbf{\Upsilon}\right)^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F} . \tag{49}
\end{align*}
$$

Proof: See Appendix C.
Interestingly, Theorem 1 extends the MSE matrix decomposition from MIMO relay systems with perfect CSI to two-hop MIMO relay systems with imperfect CSI. In fact, the first term in (47) is the MSE of the first-hop signal waveform estimation at the relay node which is given by

$$
\begin{aligned}
& E_{H_{1}}\left\{E\left\{\operatorname{tr}\left\{\left(\mathbf{W}_{r} \mathbf{y}_{r}-\mathbf{x}\right)\left(\mathbf{W}_{r} \mathbf{y}_{r}-\mathbf{x}\right)^{H}\right\}\right\}\right\} \\
= & E_{H_{1}}\left\{\operatorname{tr}\left\{\left(\mathbf{W}_{r} \mathbf{H}_{1} \mathbf{F}-\mathbf{I}_{N_{B}}\right)\left(\mathbf{W}_{r} \mathbf{H}_{1} \mathbf{F}-\mathbf{I}_{N_{B}}\right)^{H}+\mathbf{W}_{r} \mathbf{W}_{r}^{H}\right\}\right\} \\
= & \operatorname{tr}\left\{\mathbf{W}_{r} \boldsymbol{\Xi} \mathbf{W}_{r}^{H}-\mathbf{W}_{r} \widehat{\mathbf{H}}_{1} \mathbf{F}-\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{W}_{r}^{H}+\mathbf{I}_{N_{B}}\right\} \\
= & \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\right)^{-1}\right\}
\end{aligned}
$$

while the second term in (47) can be viewed as the increment of the MSE introduced by the second-hop.

Using (46), the power consumption at the relay node (16) can be rewritten as $\operatorname{tr}\left(\mathbf{T R T}^{H}\right)$. Hence, the problem (43)-(45) can be equivalently rewritten as

$$
\begin{align*}
\min _{\mathbf{F}, \mathbf{T}} & \max _{i} J_{i}(\mathbf{T}, \mathbf{F})  \tag{50}\\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{T R T}^{H}\right\} \leq P_{r}  \tag{51}\\
& \operatorname{tr}\left\{\mathbf{F F}^{H}\right\} \leq P_{s} . \tag{52}
\end{align*}
$$

Using the matrix inversion lemma [29]

$$
\begin{equation*}
(\mathbf{A}+\mathbf{B C D})^{-1}=\mathbf{A}^{-1}-\mathbf{A}^{-1} \mathbf{B}\left(\mathbf{D} \mathbf{A}^{-1} \mathbf{B}+\mathbf{C}^{-1}\right)^{-1} \mathbf{D} \mathbf{A}^{-1} \tag{53}
\end{equation*}
$$

matrix $\mathbf{R}$ in (49) can be expressed as

$$
\begin{align*}
\mathbf{R}= & \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}\left(\mathbf{\Upsilon}^{-1}-\mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\right. \\
& \left.\times\left(\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}+\mathbf{I}_{N_{B}}\right)^{-1} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \boldsymbol{\Upsilon}^{-1}\right) \widehat{\mathbf{H}}_{1} \mathbf{F} \\
= & \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \boldsymbol{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\left(\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}+\mathbf{I}_{N_{B}}\right)^{-1} . \tag{54}
\end{align*}
$$

In the case of small CSI mismatch, for example, $\mathbf{\Psi}_{1}=\sigma_{e}^{2} \mathbf{I}_{N_{S}}$ and $\boldsymbol{\Sigma}_{1}=\sigma_{e}^{2} \mathbf{I}_{N_{R}}$ with $\sigma_{e}^{2} \ll 1$, where $\sigma_{e}^{2}$ denotes the variance of channel mismatch, $\operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \boldsymbol{\Psi}_{1}\right\} \boldsymbol{\Sigma}_{1}$ is much smaller compared with $\mathbf{I}_{N_{R}}$. Then $\Upsilon$ can be approximated as $\mathbf{I}_{N_{R}}$. Consequently it can be seen from (54) that in this case, $\mathbf{R}$ can be approximated as $\mathbf{I}_{N_{B}}$, if $\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \widehat{\mathbf{H}}_{1} \mathbf{F}$ is much greater than $\mathbf{I}_{N_{B}}$, which can be satisfied with a large $P_{s}$ [23]. Therefore, the problem (50)-(52)
can be approximated as

$$
\begin{array}{cc}
\min _{\mathbf{F}, \mathbf{T}} & \max _{i} \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\right)^{-1}\right\} \\
& \quad+\operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{T}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{K}_{i}^{-1} \widehat{\mathbf{H}}_{2, i} \mathbf{T}\right)^{-1}\right\} \\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{T T}^{H}\right\} \leq P_{r} \\
& \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\} \leq P_{s} \tag{57}
\end{array}
$$

where

$$
\begin{equation*}
\mathbf{K}_{i}=\operatorname{tr}\left\{\mathbf{T} \mathbf{T}^{H} \mathbf{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i}+\mathbf{I}_{N_{D}}, \quad i=1, \cdots, L . \tag{58}
\end{equation*}
$$

We observe from the problem (55)-(57) that the first trace term in the objective function (55) does not depend on $\mathbf{T}$, while the value of the second trace term in (55) is not affected by $\mathbf{F}$. Therefore, the problem (55)-(57) can be decomposed into the problem of optimizing $\mathbf{F}$ as

$$
\begin{array}{ll}
\min _{\mathbf{F}} & \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\right)^{-1}\right\} \\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\} \leq P_{s} \tag{60}
\end{array}
$$

and the problem which optimizes $\mathbf{T}$ as

$$
\begin{align*}
\min _{\mathbf{T}} & \max _{i} \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{T}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{K}_{i}^{-1} \widehat{\mathbf{H}}_{2, i} \mathbf{T}\right)^{-1}\right\}  \tag{61}\\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{T} \mathbf{T}^{H}\right\} \leq P_{r} \tag{62}
\end{align*}
$$

Interestingly, we observed during simulations that keeping $\Upsilon$ in the optimization of $\mathbf{F}$ achieves a better system performance than treating $\Upsilon=\mathbf{I}_{N_{R}}$, without increasing the complexity of optimizing F. Moreover, it can be seen from (48) and (58) that for multicasting MIMO relay systems with the exact CSI knowledge, we have $\mathbf{\Upsilon}=\mathbf{I}_{N_{R}}$ and $\mathbf{K}_{i}=\mathbf{I}_{N_{D}}, i=1, \cdots, L$, Thus, in this case, the problems (59)-(60) and (61)-(62) become non-robust transceiver design problems in [13]. Therefore, the proposed robust transceiver design extends the algorithm in [13] to the general practical multicasting MIMO systems with CSI mismatch.

1) Optimization of $\mathbf{F}$ : When $\mathbf{\Psi}_{1}=\sigma_{e}^{2} \mathbf{I}_{N_{S}}$, i.e., the columns of $\boldsymbol{\Delta}_{1}$ are uncorrelated, from (48) we have $\boldsymbol{\Upsilon}=$ $\sigma_{e}^{2} \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\} \boldsymbol{\Sigma}_{1}+\mathbf{I}_{N_{R}}$. It can be easily shown that the optimal solution of the problem (59)-(60) must meet equality at the constraint (60), i.e., the optimal $\mathbf{F}$ should satisfy $\operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\}=P_{s}$. In this case, $\boldsymbol{\Upsilon}=\sigma_{e}^{2} P_{s} \boldsymbol{\Sigma}_{1}+\mathbf{I}_{N_{R}}$ does not depend on $\mathbf{F}$, and the problem (59)-(60) has a closed-form solution as shown later.

However, for the general case of $\mathbf{\Psi}_{1} \neq \sigma_{e}^{2} \mathbf{I}_{N_{S}}, \mathbf{\Upsilon}$ is a function of $\mathbf{F}$, which makes the problem (59)-(60) difficult to solve. To overcome this challenge, we apply the following inequality [15]

$$
\begin{equation*}
\operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \boldsymbol{\Psi}_{1}\right\} \leq P_{s} \lambda_{\mathrm{M}}\left(\boldsymbol{\Psi}_{1}\right) \tag{63}
\end{equation*}
$$

where $\lambda_{\mathrm{M}}(\cdot)$ stands for the maximal eigenvalue of a matrix. From (63), an upper-bound of (59) is given by

$$
\begin{align*}
& \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\right)^{-1}\right\} \\
& \leq \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}\left(P_{s} \lambda_{\mathrm{M}}\left(\boldsymbol{\Psi}_{1}\right) \boldsymbol{\Sigma}_{1}+\mathbf{I}_{N_{R}}\right)^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\right)^{-1}\right\} \tag{64}
\end{align*}
$$

Interestingly, the equality in (64) holds when $\boldsymbol{\Psi}_{1}=\sigma_{e}^{2} \mathbf{I}_{N_{S}}$, as in this case $\lambda_{\mathrm{M}}\left(\boldsymbol{\Psi}_{1}\right)=\sigma_{e}^{2}$.

Based on the discussion above, let us introduce

$$
\mathbf{A} \triangleq \widehat{\mathbf{H}}_{1}^{H}\left(P_{s} \lambda_{\mathrm{M}}\left(\boldsymbol{\Psi}_{1}\right) \boldsymbol{\Sigma}_{1}+\mathbf{I}_{N_{R}}\right)^{-1} \widehat{\mathbf{H}}_{1} .
$$

The problem (59)-(60) is modified to the following transmitter precoding matrix optimization problem

$$
\begin{array}{cl}
\min _{\mathbf{F}} & \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \mathbf{A F}\right)^{-1}\right\} \\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\} \leq P_{s} \tag{66}
\end{array}
$$

Let us introduce the eigenvalue decomposition (EVD) of $\mathbf{A}$ as $\mathbf{A}=\mathbf{U}_{A} \boldsymbol{\Lambda}_{A} \mathbf{U}_{A}^{H}$, where the diagonal elements of $\boldsymbol{\Lambda}_{A}$ are sorted in a decreasing order. It can be shown that the solution to the problem (65)-(66) is given by

$$
\begin{equation*}
\mathbf{F}=\mathbf{U}_{A, 1} \boldsymbol{\Lambda}_{F}^{\frac{1}{2}} \tag{67}
\end{equation*}
$$

where $\mathbf{U}_{A, 1}$ contains the leftmost $N_{B}$ columns of $\mathbf{U}_{A}$ associated with the largest $N_{B}$ eigenvalues and $\boldsymbol{\Lambda}_{F}$ is a diagonal matrix. Using (67), the problem (65)-(66) can be written as the following constrained optimization problem with scalar variables

$$
\begin{align*}
\min _{\left\{\lambda_{F, i}\right\}} & \sum_{i=1}^{N_{B}} \frac{1}{1+\lambda_{F, i} \lambda_{A, i}}  \tag{68}\\
\text { s.t. } & \sum_{i=1}^{N_{B}} \lambda_{F, i} \leq P_{s}  \tag{69}\\
& \lambda_{F, i} \geq 0, \quad i=1, \cdots, N_{B} \tag{70}
\end{align*}
$$

where $\lambda_{F, i}$ and $\lambda_{A, i}, i=1, \cdots, N_{B}$, are the $i$ th diagonal elements of $\boldsymbol{\Lambda}_{F}$ and $\boldsymbol{\Lambda}_{A}$, respectively, and $\left\{\lambda_{F, i}\right\}=$ $\left\{\lambda_{F, 1}, \cdots, \lambda_{F, N_{B}}\right\}$. The problem (68)-(70) has the well-known water-filling solution as

$$
\lambda_{F, i}=\frac{1}{\lambda_{A, i}}\left(\sqrt{\frac{\lambda_{A, i}}{\mu}}-1\right)^{+}, \quad i=1, \cdots, N_{B}
$$

where $(x)^{+}=\max (x, 0)$, and $\mu>0$ satisfies the nonlinear equation of $\sum_{i=1}^{N_{B}} \frac{1}{\lambda_{A, i}}\left(\sqrt{\frac{\lambda_{A, i}}{\mu}}-1\right)^{+}=P_{S}$.
2) Optimization of $\mathbf{T}$ : Similar to the technique used in optimizing $\mathbf{F}$, we have $\operatorname{tr}\left\{\mathbf{T T}^{H} \boldsymbol{\Psi}_{2, i}\right\} \leq P_{r} \lambda_{\mathrm{M}}\left(\mathbf{\Psi}_{2, i}\right)$. Let us introduce

$$
\mathbf{B}_{i} \triangleq \widehat{\mathbf{H}}_{2, i}^{H}\left(P_{r} \lambda_{\mathrm{M}}\left(\boldsymbol{\Psi}_{2, i}\right) \boldsymbol{\Sigma}_{2, i}+\mathbf{I}_{N_{D}}\right)^{-1} \widehat{\mathbf{H}}_{2, i}, \quad i=1, \cdots, L
$$

The problem (61)-(62) can be modified to the following problem

$$
\begin{align*}
\min _{\mathbf{T}} & \max _{i} \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{T}^{H} \mathbf{B}_{i} \mathbf{T}\right)^{-1}\right\}  \tag{71}\\
\text { s.t. } & \operatorname{tr}\left\{\mathbf{T} \mathbf{T}^{H}\right\} \leq P_{r} \tag{72}
\end{align*}
$$

Using the matrix identity of $\operatorname{tr}\left\{\left(\mathbf{I}_{m}+\mathbf{A}_{m \times n} \mathbf{B}_{n \times m}\right)^{-1}\right\}=$ $\operatorname{tr}\left\{\left(\mathbf{I}_{n}+\mathbf{B}_{n \times m} \mathbf{A}_{m \times n}\right)^{-1}\right\}+m-n$, the min-max problem (71)-(72) can be written as

$$
\begin{array}{cl}
\min _{\mathbf{Q}} & \max _{i} \operatorname{tr}\left\{\left(\mathbf{I}_{N_{R}}+\mathbf{B}_{i}^{\frac{1}{2}} \mathbf{Q} \mathbf{B}_{i}^{\frac{H}{2}}\right)^{-1}\right\}+N_{B}-N_{R} \\
\text { s.t. } & \operatorname{tr}(\mathbf{Q}) \leq P_{r} \\
& \mathbf{Q} \succeq 0 \tag{75}
\end{array}
$$

where $\mathbf{Q}=\mathbf{T} \mathbf{T}^{H}$. Note that for the case of $N_{R}>N_{B}$ (when $\mathbf{T}$ is a tall matrix), to facilitate solving the problem (73)-(75), the constraint of $\operatorname{rank}(\mathbf{Q})=N_{B}$ is removed in the problem (73)-(75). Nevertheless, $\mathbf{T}$ can be obtained from $\mathbf{Q}$ as $\mathbf{T}=c \mathbf{U}_{q, 1} \boldsymbol{\Lambda}_{q, 1}^{\frac{1}{2}}$, where $\mathbf{U}_{q} \boldsymbol{\Lambda}_{q} \mathbf{U}_{q}^{H}$ is the EVD of $\mathbf{Q}, \boldsymbol{\Lambda}_{q, 1}$
contains the $N_{B}$ largest eigenvalues of $\mathbf{Q}, \mathbf{U}_{q, 1}$ contains the eigenvectors associated with the largest $N_{B}$ eigenvalues, and $c=\sqrt{P_{r} / \operatorname{tr}\left\{\mathbf{U}_{q, 1} \boldsymbol{\Lambda}_{q, 1} \mathbf{U}_{q, 1}^{H}\right\}}$ is a scalar to meet equality in the power constraint (74).

Let us introduce a real valued slack variable $\rho$ and PSD matrices $\mathbf{Z}_{i}$ with $\left(\mathbf{I}_{N_{R}}+\mathbf{B}_{i}^{\frac{1}{2}} \mathbf{Q} B_{i}^{\frac{H}{2}}\right)^{-1} \preceq \mathbf{Z}_{i}, i=1, \cdots, L$. By using the Schur complement [24], the problem (73)-(75) can be equivalently rewritten as

$$
\begin{align*}
\min _{\rho, \mathbf{Q},\left\{\mathbf{Z}_{i}\right\}} & \rho  \tag{76}\\
\text { s.t. } & \operatorname{tr}\left(\mathbf{Z}_{i}\right) \leq \rho, \quad i=1, \cdots, L  \tag{77}\\
& \operatorname{tr}(\mathbf{Q}) \leq P_{r}  \tag{78}\\
& \left(\begin{array}{cc}
\mathbf{Z}_{i} & \mathbf{I}_{N_{R}} \\
\mathbf{I}_{N_{R}} & \mathbf{I}_{N_{R}}+\mathbf{B}_{i}^{\frac{1}{2}} \mathbf{Q} \mathbf{B}_{i}^{\frac{H}{2}}
\end{array}\right) \succeq 0, \quad i=1, \cdots, L \tag{79}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{Q} \succeq 0 \tag{80}
\end{equation*}
$$

where $\left\{\mathbf{Z}_{i}\right\}=\left\{\mathbf{Z}_{1}, \cdots, \mathbf{Z}_{L}\right\}$. The problem (76)-(80) is a convex SDP problem and can be solved by the convex programming toolbox CVX [30].

In the proposed simplified transceiver design, the original transmitter and relay matrices optimization problem (43)-(45) is decomposed into two MSE minimization problems. The computational complexity of optimizing the relay precoding matrix is governed by solving the SDP problem (76)-(80), which has an order of $\mathcal{O}\left((L+1)^{3.5} N_{R}^{6.5}\right)$. The computation of optimizing the transmitter precoding matrix involves performing matrix EVD and calculating the power loading parameters, whose complexity are negligible compared with that of solving the problem (76)-(80). Thus, the overall complexity order of the proposed simplified design is $\mathcal{O}\left((L+1)^{3.5} N_{R}^{6.5}\right)$, which is the same as that of the non-robust transceiver design in [13], and much lower than that of the iterative transceiver design algorithm in Section III-A.

## IV. Simulation Results

In this section, we investigate the performance of the proposed robust transceiver design algorithm for multicasting MIMO relay systems through numerical simulations. We simulate a two-hop nonregenerative MIMO relay multicasting system. The information-carrying symbols are modulated using the QPSK constellations. The signal-to-noise ratios (SNRs) of the firsthop and second-hop channels are defined as $\mathrm{SNR}_{1}=P_{s} / N_{S}$ and $\mathrm{SNR}_{2}=P_{r} / N_{R}$, respectively. Unless explicitly mentioned, we set $\mathrm{SNR}_{1}=30 \mathrm{~dB}$ and $N_{B}=N_{S}=N_{R}=N_{D}=4$. In the simulations, the correlation matrices of the channel estimation errors are modeled as [15]

$$
\begin{aligned}
{\left[\mathbf{\Psi}_{1}\right]_{m, n} } & =\alpha^{|m-n|}, \quad m, n=1, \cdots, N_{s} \\
{\left[\boldsymbol{\Psi}_{2, i}\right]_{m, n} } & =\alpha^{|m-n|}, \quad m, n=1, \cdots, N_{R}, \quad i=1, \cdots, L \\
{\left[\boldsymbol{\Sigma}_{1}\right]_{m, n} } & =\sigma_{e}^{2} \beta^{|m-n|}, \quad m, n=1, \cdots, N_{R} \\
{\left[\boldsymbol{\Sigma}_{2, i}\right]_{m, n} } & =\sigma_{e}^{2} \beta^{|m-n|}, \quad m, n=1, \cdots, N_{D}, \quad i=1, \cdots, L
\end{aligned}
$$

where $0 \leq \alpha, \beta \leq 1$ are correlation coefficients, and $\sigma_{e}^{2}$ denotes the variance of the estimation error.


Fig. 2. Example 1: Convergence rate of the proposed robust-ITE algorithm at various $\mathrm{SNR}_{1} . \mathrm{SNR}_{2}=20 \mathrm{~dB}, \sigma_{e}^{2}=0.02, L=2$, and $\alpha=\beta=0$.

The estimated channel matrices $\widehat{\mathbf{H}}_{1}$ and $\widehat{\mathbf{H}}_{2, i}$ are generated based on the following distributions

$$
\begin{aligned}
\widehat{\mathbf{H}}_{1} & \sim \mathcal{C N}\left(\mathbf{0}, \frac{1-\sigma_{e}^{2}}{\sigma_{e}^{2}} \boldsymbol{\Sigma}_{1} \otimes \boldsymbol{\Psi}_{1}^{T}\right) \\
\widehat{\mathbf{H}}_{2, i} & \sim \mathcal{C N}\left(\mathbf{0}, \frac{1-\sigma_{e}^{2}}{\sigma_{e}^{2}} \boldsymbol{\Sigma}_{2, i} \otimes \boldsymbol{\Psi}_{2, i}^{T}\right), \quad i=1, \cdots, L .
\end{aligned}
$$

We compare the performance of the proposed robust iterative algorithm (robust-ITE), the proposed simplified robust transceiver design (robust-SIM) with

1) The algorithm in [13] using only the estimated CSI $\widehat{\mathbf{H}}_{1}$, $\widehat{\mathbf{H}}_{2, i}, i=1, \cdots, L$ (denoted as the non-robust algorithm).
2) The algorithm in [13] with the true CSI $\mathbf{H}_{1}, \mathbf{H}_{2, i}, i=$ $1, \cdots, L$ (denoted as the TCSI algorithm), which provides a lower bound of the system performance.
3) The robust decomposition approach (robust-DA) proposed in [22].
In the first simulation example, we study the convergence rate of the proposed iterative algorithm at various levels of $\mathrm{SNR}_{1}$. We set $\mathrm{SNR}_{2}=20 \mathrm{~dB}, L=2, \sigma_{e}^{2}=0.02, \alpha=\beta=0$, and the robust-ITE algorithm is initialized with either scaled identity or random matrices. Fig. 2 illustrates the normalized MSE (NMSE) of the proposed robust-ITE algorithm versus the number of iterations. It can be seen from Fig. 2 that the NMSE always decreases and reduces to fixed values after a few iterations. Interestingly, the number of iterations required till convergence increases $\mathrm{SNR}_{1}$. Moreover, it can be observed from Fig. 2 that the convergence speed of the robust-ITE algorithm with the scaled identity matrix initialization is faster than that of random matrix initialization. Hence, for the rest of the simulations, the scaled identity matrix is chosen to initialize the robust-ITE algorithm.
In the second simulation example, we study the BER performance of the proposed algorithms with different number of antennas at the transmitter, relay and receivers. In this example, we set $L=2, \sigma_{e}^{2}=0.02$, and $\alpha=\beta=0$. Fig. 3 shows the BER of four algorithms versus $\mathrm{SNR}_{2}$. It can be seen from Fig. 3 that with $N_{S}=N_{D}=4$, the system BER of the proposed robust algorithms approaches $1 \times 10^{-3}$. Hence, with a fixed $N_{B}$, the BER performance of the proposed robust algorithms improves


Fig. 3. Example 2: BER versus $\mathrm{SNR}_{2}$ with different number of antennas. $\sigma_{e}^{2}=0.02, L=2$, and $\alpha=\beta=0$.


Fig.4. Example 3: NMSE versus $\mathrm{SNR}_{2}$ at various $\sigma_{e}^{2} . L=2$ and $\alpha=\beta=0$.
when $N_{S}$ and $N_{D}$ increase, as the system spatial diversity gain increases with the number of antennas. Moreover, it can be seen from Fig. 3 that the BER improvement of both proposed algorithms over the robust-DA method is larger with $N_{S}=N_{D}=4$ compared with $N_{S}=N_{D}=2$.

In the third simulation example, we study the performance of the proposed algorithms at various values of estimation error variance $\sigma_{e}^{2}$. In this simulation, the number of receivers is set as $L=2$ and the correlation coefficients are set as $\alpha=\beta=0$ (i.e., $\boldsymbol{\Psi}_{1}=\mathbf{I}_{N_{S}}, \mathbf{\Psi}_{2, i}=\mathbf{I}_{N_{R}}, \boldsymbol{\Sigma}_{1}=\sigma_{e}^{2} \mathbf{I}_{N_{R}}$ and $\boldsymbol{\Sigma}_{2, i}=\sigma_{e}^{2} \mathbf{I}_{N_{D}}$ ). Fig. 4 shows the NMSE of five algorithms versus $\mathrm{SNR}_{2}$. It can be observed from Fig. 4 that over the whole range of $\mathrm{SNR}_{2}$, the proposed robust algorithms significantly outperform the non-robust algorithm. Both proposed algorithms have a better MSE performance than the robust-DA algorithm. It can also be seen from Fig. 4 that for all three robust and non-robust algorithms, the system MSE decreases when $\sigma_{e}^{2}$ is reduced.

For this example, the BER yielded by the five algorithms tested versus $\mathrm{SNR}_{2}$ is shown in Fig. 5. It can be clearly seen from Fig. 5 that the three robust algorithms yield much lower BER compared with the non-robust algorithm. As $\sigma_{e}^{2}$ decreases, the system BER of all four algorithms decreases. We also observe


Fig. 5. Example 3: $\operatorname{BER}$ versus $\mathrm{SNR}_{2}$ at various $\sigma_{e}^{2} . L=2$ and $\alpha=\beta=0$.


Fig. 6. Example 4: NMSE versus $\mathrm{SNR}_{2}$ at various $\alpha . L=2, \sigma_{e}^{2}=0.005$, and $\beta=0$.
from Fig. 5 that both proposed transceiver design algorithms have a better BER performance than the robust-DA algorithm.

It can be observed from Figs. 4 and 5 that the proposed robustITE and robust-SIM algorithms achieve very close NMSE and BER performance to that of the approach in [13] with true CSI. It can also be seen from Figs. 4 and 5 that the MSE and BER yielded by the proposed simplified design is very close to that of the proposed iterative algorithm. In the following simulation examples, we focus on the simplified transceiver design, as it has negligible performance loss but with significantly reduced computational complexity, which makes it more attractive for practical multicasting MIMO relay systems.

In the fourth example, we investigate the performance of the proposed simplified algorithm at various values of the correlation coefficient $\alpha$ with $\beta=0$. In this example, the number of receivers is set as $L=2$ and the estimation error variance is chosen as $\sigma_{e}^{2}=0.005$. Figs. 6 and 7 demonstrate the MSE and BER performance of the three algorithms tested versus $\mathrm{SNR}_{2}$, respectively. It can be seen from Figs. 6 and 7 that the proposed robust-SIM algorithm provides better MSE and BER performances than the non-robust and robust-DA algorithms for all the $\alpha$ tested. Both robust algorithms outperform the non-robust algorithm. Moreover, the MSE and BER yielded by all three algorithms increase with $\alpha$. This is due to the fact that as $\alpha$


Fig. 7. Example 4: BER versus $\mathrm{SNR}_{2}$ at various $\alpha . L=2, \sigma_{e}^{2}=0.005$, and $\beta=0$.


Fig. 8. Example 5: NMSE versus $\mathrm{SNR}_{2}$ at various $\beta . L=2, \sigma_{e}^{2}=0.005$, and $\alpha=0$.
increases, the correlation among the elements of channel matrices increase, leading to the loss of spatial diversity.

In the fifth example, we study the performance of the proposed robust-SIM algorithm at various values of the correlation coefficient $\beta$ with $\alpha=0, L=2$, and $\sigma_{e}^{2}=0.005$. The MSE and BER performances of all three algorithms are shown in Figs. 8 and 9, respectively. Similar to Figs. 6 and 7, it can be seen from Figs. 8 and 9 that the proposed robust-SIM algorithm outperforms the non-robust and robust-DA algorithms. It can also be observed that the MSE and BER of the three algorithms increase with the increasing correlation coefficient $\beta$.

In the sixth simulation example, we study the performance of the proposed robust-SIM algorithm at various number of receivers $L$. In Fig. 10, we compare the MSE performance of the proposed robust-SIM algorithm with the TCSI and robustDA algorithms at various $L$ as a function of $\mathrm{SNR}_{2}$ with $\sigma_{e}^{2}=$ 0.005 and $\alpha=\beta=0$. It can be noted from Fig. 10 that as we increase the number of receivers, the MSE of the three algorithms increases. This is reasonable since it is more likely to find a worse relay-receiver channel among the increased number of users and we choose the worst-user MSE as the objective function. Moreover, it can be seen from Fig. 10 that the proposed robust-SIM algorithm outperforms the robust-DA algorithm at both $L=2$ and $L=6$.


Fig. 9. Example 5: BER versus $\mathrm{SNR}_{2}$ at various $\beta . L=2, \sigma_{e}^{2}=0.005$, and $\alpha=0$.


Fig. 10. Example 6: NMSE versus $\mathrm{SNR}_{2}$ at various $L . \sigma_{e}^{2}=0.005$ and $\alpha=\beta=0$.


Fig. 11. Example 6: BER versus $\mathrm{SNR}_{2}$ at various $L . \sigma_{e}^{2}=0.005$ and $\alpha=$ $\beta=0$.

For this example, the BER performance of the TCSI, robustSIM, and robust-DA algorithms is demonstrated in Fig. 11. It can be noted from Fig. 11 that similar to Fig. 10, the BER of the three algorithms increase with the number of receivers and it can be noticed from Fig. 11 that the proposed robust-SIM algorithm has a lower BER compared with the robust-DA algorithm for
both $L=2$ and $L=6$. From Figs. 10 and 11 we can see that the proposed robust-SIM algorithm has a very closed MSE and BER performance to the TCSI algorithm for both $L=2$ and $L=6$.

## V. Conclusion

In this paper, we have addressed the challenging issue of robust transceiver optimization for two-hop multicasting MIMO relay systems when there is mismatch between the true and estimated channel matrices. The true channel matrices are assumed as Gaussian random matrices with the estimated channels as the mean value, and estimation error follows the well-known Kronecker model. In the proposed iterative algorithm, the transmitter, relay, and receiver matrices are designed to minimize the maximal MSE of the signal waveform estimation among all receivers. Due to the high computational complexity of the proposed iterative algorithm, we develop a simplified transceiver design in which we show that the MSE at each receiver can be decomposed into the sum of the MSEs of the first-hop and second-hop channels. Based on the proposed MSE decomposition, a transceiver optimization algorithm with low computational complexity has been developed. Numerical simulations demonstrate that the proposed transceiver design algorithms have an improved robustness against the mismatch between the true and estimated channels than existing algorithms.

## Appendix A <br> DERIVATION OF (14)

Taking the statistical expectation of (12) with respect to $\mathbf{H}_{1}$ and $\mathbf{H}_{2, i}$, we have

$$
\begin{align*}
& E_{H_{1}, H_{2, i}}\left\{M_{i}\left(\mathbf{W}_{i}, \mathbf{G}, \mathbf{F}\right)\right\} \\
= & \operatorname{tr}\left\{\mathbf{W}_{i} E_{H_{2, i}}\left\{\mathbf{H}_{2, i} \mathbf{G} E_{H_{1}}\left\{\mathbf{H}_{1} \mathbf{F} \mathbf{F}^{H} \mathbf{H}_{1}^{H}\right\} \mathbf{G}^{H} \mathbf{H}_{2, i}^{H}\right\} \mathbf{W}_{i}^{H}\right. \\
& -\mathbf{W}_{i} E_{H_{1}, H_{2, i}}\left\{\mathbf{H}_{2, i} \mathbf{G} \mathbf{H}_{1}\right\} \mathbf{F} \\
& -\mathbf{F}^{H} E_{H_{1}, H_{2, i}}\left\{\mathbf{H}_{1}^{H} \mathbf{G}^{H} \mathbf{H}_{2, i}^{H}\right\} \mathbf{W}_{i}^{H}+\mathbf{I}_{N_{B}} \\
& \left.+\mathbf{W}_{i}\left(E_{H_{2, i}}\left\{\mathbf{H}_{2, i} \mathbf{G G}^{H} \mathbf{H}_{2, i}^{H}\right\}+\mathbf{I}_{N_{D}}\right) \mathbf{W}_{i}^{H}\right\} . \tag{81}
\end{align*}
$$

Using the distribution in (4), (6) and applying Lemma 1, we obtain

$$
\begin{equation*}
E_{H_{1}}\left\{\mathbf{H}_{1} \mathbf{F} \mathbf{F}^{H} \mathbf{H}_{1}^{H}\right\}=\widehat{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}+\operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \boldsymbol{\Psi}_{1}\right\} \boldsymbol{\Sigma}_{1} \tag{82}
\end{equation*}
$$

By substituting (82) back into (81), we have

$$
\begin{align*}
& E_{H_{1}, H_{2, i}}\left\{M_{i}\left(\mathbf{W}_{i}, \mathbf{G}, \mathbf{F}\right)\right\} \\
= & \operatorname{tr}\left\{\mathbf{W}_{i}\left(E_{H_{2, i}}\left\{\mathbf{H}_{2, i} \mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \mathbf{H}_{2, i}^{H}\right\}+\mathbf{I}_{N_{D}}\right) \mathbf{W}_{i}^{H}\right. \\
& \left.-\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G}_{1} \mathbf{F}-\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}+\mathbf{I}_{N_{B}}\right\} . \tag{83}
\end{align*}
$$

Based on the distribution in (5), (7) and applying Lemma 1, we obtain

$$
\begin{align*}
& E_{H_{2, i}}\left\{\mathbf{H}_{2, i} \mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \mathbf{H}_{2, i}^{H}\right\} \\
& =\widehat{\mathbf{H}}_{2, i} \mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H}+\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i} . \tag{84}
\end{align*}
$$

By substituting (84) back into (83), we obtain (14).

## Appendix B <br> DERIVATION OF (34)

By substituting (15) back into (14) and using the identity of $\operatorname{tr}\{\mathbf{A B}\}=\operatorname{tr}\{\mathbf{B A}\}$, (14) can be rewritten as

$$
\begin{align*}
J_{i}(\mathbf{F})= & \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H} \mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1}\right\} \\
& +\operatorname{tr}\left\{\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \boldsymbol{\Sigma}_{1} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\} \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \mathbf{\Psi}_{1}\right\} \\
& +\operatorname{tr}\left\{\mathbf{W}_{i} \boldsymbol{\Sigma}_{2, i} \mathbf{W}_{i}^{H}\right\}\left(\operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \mathbf{\Psi}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1}\right\}\right. \\
& \left.+\operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H} \mathbf{\Psi}_{1}\right\} \operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Sigma}_{1} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\}+\operatorname{tr}\left\{\mathbf{G} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\}\right) \\
& +\operatorname{tr}\left\{\mathbf{W}_{i} \mathbf{W}_{i}^{H}\right\}+N_{B}+\operatorname{tr}\left\{\widehat{\mathbf{W}}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\} \\
& -\operatorname{tr}\left\{\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\} . \tag{85}
\end{align*}
$$

By introducing for $i=1, \cdots, L$

$$
\begin{align*}
\boldsymbol{\Theta}_{i}^{\frac{1}{2}} \boldsymbol{\Theta}_{i}^{\frac{H}{2}}= & \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H} \mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \\
& +\operatorname{tr}\left\{\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \boldsymbol{\Sigma}_{1} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\} \mathbf{\Psi}_{1} \\
& +\operatorname{tr}\left\{\mathbf{W}_{i} \boldsymbol{\Sigma}_{2, i} \mathbf{W}_{i}^{H}\right\}\left(\widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \mathbf{\Psi}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1}\right. \\
& \left.+\operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Sigma}_{1} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\} \mathbf{\Psi}_{1}\right) \tag{86}
\end{align*}
$$

and

$$
\begin{align*}
S_{i}= & \operatorname{tr}\left\{\mathbf{W}_{i} \boldsymbol{\Sigma}_{2, i} \mathbf{W}_{i}^{H}\right\} \operatorname{tr}\left\{\mathbf{G} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\}+\operatorname{tr}\left\{\mathbf{W}_{i} \mathbf{W}_{i}^{H}\right\} \\
& +\operatorname{tr}\left\{\mathbf{W}_{i} \widehat{\mathbf{H}}_{2, i} \mathbf{G G}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{W}_{i}^{H}\right\}+N_{B} \tag{87}
\end{align*}
$$

(85) can be rewritten as (34).

## APPENDIX C <br> PRoof of Theorem 1

Let us introduce

$$
\begin{equation*}
\mathbf{P}_{i} \triangleq \operatorname{tr}\left\{\mathbf{G} \boldsymbol{\Xi} \mathbf{G}^{H} \mathbf{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i}+\mathbf{I}_{N_{D}}, \quad i=1, \cdots, L \tag{88}
\end{equation*}
$$

The MSE function in (42) can be rewritten as

$$
\begin{align*}
& J_{i}(\mathbf{G}, \mathbf{F}) \\
= & \operatorname{tr}\left\{\mathbf{I}_{N_{B}}-\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H}\left(\widehat{\mathbf{H}}_{2, i} \mathbf{G}\left(\widehat{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}+\mathbf{\Upsilon}\right)\right.\right. \\
& \left.\left.\times \mathbf{G}^{H} \widehat{\mathbf{H}}_{2, i}^{H}+\mathbf{P}_{i}\right)^{-1} \widehat{\mathbf{H}}_{2, i} \mathbf{G} \widehat{\mathbf{H}}_{1} \mathbf{F}\right\} . \tag{89}
\end{align*}
$$

By introducing

$$
\begin{equation*}
\tilde{\mathbf{G}} \triangleq \mathbf{G} \boldsymbol{\Upsilon}^{\frac{1}{2}}, \quad \tilde{\mathbf{H}}_{1} \triangleq \mathbf{\Upsilon}^{-\frac{1}{2}} \widehat{\mathbf{H}}_{1}, \quad \tilde{\mathbf{H}}_{2, i} \triangleq \mathbf{P}_{i}^{-\frac{1}{2}} \widehat{\mathbf{H}}_{2, i} \tag{90}
\end{equation*}
$$

we can rewrite (89) as

$$
\begin{align*}
& J_{i}(\tilde{\mathbf{G}}, \mathbf{F}) \\
= & \operatorname{tr}\left\{\mathbf{I}_{N_{B}}-\mathbf{F}^{H} \tilde{\mathbf{H}}_{1}^{H} \tilde{\mathbf{G}}^{H} \tilde{\mathbf{H}}_{2, i}^{H}\left(\tilde{\mathbf{H}}_{2, i} \tilde{\mathbf{G}}\left(\tilde{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H} \tilde{\mathbf{H}}_{1}^{H}+\mathbf{I}_{N_{R}}\right)\right.\right. \\
& \left.\left.\times \tilde{\mathbf{G}}^{H} \tilde{\mathbf{H}}_{2, i}^{H}+\mathbf{I}_{N_{D}}\right)^{-1} \tilde{\mathbf{H}}_{2, i} \tilde{\mathbf{G}} \tilde{\mathbf{H}}_{1} \mathbf{F}\right\} \\
= & \operatorname{tr}\left\{\left[\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \tilde{\mathbf{H}}_{1}^{H} \tilde{\mathbf{G}}^{H} \tilde{\mathbf{H}}_{2, i}^{H}\left(\tilde{\mathbf{H}}_{2, i} \tilde{\mathbf{G}} \tilde{\mathbf{G}}^{H} \tilde{\mathbf{H}}_{2, i}^{H}+\mathbf{I}_{N_{D}}\right)^{-1}\right.\right. \\
& \left.\left.\times \tilde{\mathbf{H}}_{2, i} \tilde{\mathbf{G}}_{1} \tilde{\mathbf{H}}_{1} \mathbf{F}\right]^{-1}\right\} \tag{91}
\end{align*}
$$

where the matrix inversion lemma (53) has been applied to obtain (91). Using (90), the constraint (44) can be rewritten as

$$
\begin{equation*}
\operatorname{tr}\left\{\tilde{\mathbf{G}}\left(\tilde{\mathbf{H}}_{1} \mathbf{F F} \tilde{\mathbf{H}}_{1}^{H}+\mathbf{I}_{N_{R}}\right) \tilde{\mathbf{G}}^{H}\right\} \leq P_{r} . \tag{92}
\end{equation*}
$$

Based on (45), (91), and (92), the MMSE-based transceiver optimization problem for the $i$ th receiver can be written as

$$
\begin{align*}
\min _{\mathbf{F}, \tilde{\mathbf{G}}} & J_{i}(\tilde{\mathbf{G}}, \mathbf{F})  \tag{93}\\
\text { s.t. } & \operatorname{tr}\left\{\tilde{\mathbf{G}}\left(\tilde{\mathbf{H}}_{1} \mathbf{F F} \tilde{\mathbf{H}}_{1}^{H}+\mathbf{I}_{N_{R}}\right) \tilde{\mathbf{G}}^{H}\right\} \leq P_{r}  \tag{94}\\
& \operatorname{tr}\left\{\mathbf{F} \mathbf{F}^{H}\right\} \leq P_{s} . \tag{95}
\end{align*}
$$

It can be shown similar to [23] that the optimal $\tilde{\mathbf{G}}$ as the solution to the problem (93)-(95) can be written as

$$
\begin{equation*}
\tilde{\mathbf{G}}=\mathbf{T} \mathbf{F}^{H} \tilde{\mathbf{H}}_{1}^{H}\left(\tilde{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H} \tilde{\mathbf{H}}_{1}^{H}+\mathbf{I}_{N_{R}}\right)^{-1} \tag{96}
\end{equation*}
$$

and the objective function (93) can be decomposed into two MSE terms as

$$
\begin{align*}
J_{i}(\mathbf{T}, \mathbf{F})= & \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \tilde{\mathbf{H}}_{1}^{H} \tilde{\mathbf{H}}_{1} \mathbf{F}\right)^{-1}\right\} \\
& +\operatorname{tr}\left\{\left(\tilde{\mathbf{R}}^{-1}+\mathbf{T}^{H} \tilde{\mathbf{H}}_{2, i}^{H} \tilde{\mathbf{H}}_{2, i} \mathbf{T}\right)^{-1}\right\} \tag{97}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\mathbf{R}}=\mathbf{F}^{H} \tilde{\mathbf{H}}_{1}^{H}\left(\tilde{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H} \tilde{\mathbf{H}}_{1}^{H}+\mathbf{I}_{N_{R}}\right)^{-1} \tilde{\mathbf{H}}_{1} \mathbf{F} . \tag{98}
\end{equation*}
$$

Substituting $\tilde{\mathbf{G}}$ and $\tilde{\mathbf{H}}_{1}$ in (90) and $\boldsymbol{\Upsilon}$ in (48) into (96), we have $\mathbf{G}=\mathbf{T F}^{H} \widehat{\mathbf{H}}_{1}^{H} \boldsymbol{\Xi}^{-1}$, which proves (46). By Substituting $\tilde{\mathbf{H}}_{1}$ in (90) into (98), we obtain $\tilde{\mathbf{R}}=\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}\left(\widehat{\mathbf{H}}_{1} \mathbf{F} \mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H}+\right.$ $\boldsymbol{\Upsilon})^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}=\mathbf{R}$ in (49). Moreover, by substituting (46) into (88), we have

$$
\begin{align*}
\mathbf{P}_{i} & =\operatorname{tr}\left\{\mathbf{T F}^{H} \widehat{\mathbf{H}}_{1}^{H} \boldsymbol{\Xi}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F} \mathbf{T}^{H} \mathbf{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i}+\mathbf{I}_{N_{D}} \\
& =\operatorname{tr}\left\{\mathbf{T R T}^{H} \mathbf{\Psi}_{2, i}\right\} \boldsymbol{\Sigma}_{2, i}+\mathbf{I}_{N_{D}} . \tag{99}
\end{align*}
$$

Thus, from (90) and (97) we have

$$
\begin{align*}
J_{i}(\mathbf{T}, \mathbf{F})= & \operatorname{tr}\left\{\left(\mathbf{I}_{N_{B}}+\mathbf{F}^{H} \widehat{\mathbf{H}}_{1}^{H} \mathbf{\Upsilon}^{-1} \widehat{\mathbf{H}}_{1} \mathbf{F}\right)^{-1}\right\} \\
& +\operatorname{tr}\left\{\left(\mathbf{R}^{-1}+\mathbf{T}^{H} \widehat{\mathbf{H}}_{2, i}^{H} \mathbf{P}_{i}^{-1} \widehat{\mathbf{H}}_{2, i} \mathbf{T}\right)^{-1}\right\} \tag{100}
\end{align*}
$$

Finally, by substituting (99) into (100), we prove (47).
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[^1]:    ${ }^{1}$ Note that the iterative method provides a system MSE and bit-error-rate (BER) lower-bound which is useful to judge the performance of the simplified algorithm developed in the next subsection.

