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#### Abstract

A smart grid system requires two-way communication links. Because power-line infrastructure is widely available, power-line communication (PLC) is preferred as the communication technology in smart grid systems. A power-line, on the other hand, was not designed to carry data and thus suffers from disturbances that attenuate the transmitted signal. Therefore, it is beneficial to provide spatial diversity to improve the system performance. Optimal power allocation has always been an issue to be solved in relay-aided communication systems. Using a twoway multicarrier relay configuration, this paper investigates power optimization of a relay-assisted PLC system with the consideration of the quality of service ( QoS ) constraints. Further, we investigate the combination of half-duplex and full-duplex nodes. Since the QoS constrained power allocation problem is highly non-convex, an alternating optimization ( AO ) algorithm is proposed to decompose the optimization problem into sub-problems. The AO algorithm is an iterative algorithm where it uses the newly obtained parameters (e.g., power) to find a new set of other parameters. Simulation results show that the proposed system successfully reduces the total power required by the system compared to the conventional bidirectional direct transmission (BDT) system and the relay-assisted two-way information exchange ( R 2 WX ) system under the same QoS requirement.


Index Terms-Power-line communication (PLC), power optimization, three-node two-way relay-assisted (RA), quality of service ( QoS ).

## I. Introduction

RECENTLY, power-line communication (PLC) has gained much attention along with the rapid development of smart grid systems. Although wireless communications is popular, the
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use of PLC is preferred since power-line networks have been well-established, thereby reducing the installation and operational costs. More specifically, the advantages of the PLC system include (1) operational efficiency, (2) minimal deployment cost, (3) extensive coverage, (4) high capacity, and (5) high security [1]. Moreover, two-way data exchange is required between the distribution system operator and the users/prosumers to enable the smart grid applications, such as the automatic meter reading (AMR), etc. [2]-[5].

As PLC technology delivers information data via electrical power-lines with severe channel attenuation, repeaters (relays) can be employed between the transmitter and receiver to improve the system performance [6]. Note that relays have been commonly used in communication systems, especially in wireless communications [7], [8]. Nevertheless, relay characteristics in PLC is different from the ones in wireless communications [9]. In particular, in a relay-assisted PLC system, the signaling paths are highly correlated as they use the same power cable grid whereas in wireless communications, channels of the source, relay, and destination are usually independent of each other. In addition, in PLC systems, the position of the relay nodes and the distance between the transceivers eventually affect the characteristics of the channels and the whole network structure. It is worth mentioning that relay technique has been extensively studied in wireless communications and some algorithms designed for wireless communications may be used for solving the problems in PLC. However, due to the property of channels in PLC, it is still interesting to investigate the relay technique in PLC. In fact, relay technique attracts lots of interests recently in PLC [10], [11].

There are a few types of relay modes for a relay-assisted PLC system to work. For the regenerative scheme or so-called decode-and-forward (DF) relaying, the received signal is first decoded at the relay node before being re-encoded and forwarded to the destination node. Whereas, for the non-regenerative scheme, or so-called amplify-and-forward (AF) relaying, the received signal is simply amplified and then forwarded to the destination. This makes the AF relay scheme having shorter processing delay, and easy to implement as it is less complex.

To date, many research works in relay-assisted PLC (RAPLC) are available in the literature. It was shown in [12] that increased signal-to-noise ratio (SNR) can be cooperatively achieved by placing a relay device between the transmitter and receiver of a PLC system. Moreover, in [13], it was studied that the achievable data exchange rate of

PLC can be increased by employing two-way AF relay system.

As relays can be considered as transceiver nodes, RA-PLC systems need more power compared to the conventional PLC systems. It is necessary to optimize the power usage to meet the system requirement and to establish green communications infrastructure. In [14], two-way AF relay system for indoor PLC network was optimized with QoS consideration. The system model discussed in [14] consisted of two terminals with a relay between them. In other words, the direct link between the source and destination nodes was not available in this system. In contrast, a direct link in the RA-PLC system was presented in [15]. The system was optimized for the source and relay power allocation in a general broadcast-and-multiaccess (BMA) multicarrier relay transmission system to minimize the total power consumption. In [15], a time-division duplexing (TDD) mode was assumed and no reverse channels were discussed. Furthermore, the authors used AF relay-involved PLC system to achieve both time and spatial diversity [16]. Note that in a BMA mode, the signal is broadcasted by the source node to the other two nodes in the first transmission phase. In the second phase, the source node continues to broadcast while the relay node forwards its received signal to the destination node. In addition, it has been shown that the two-way relay (TWR) systems can effectively support data exchange within the two phases in BMA [17], [18].

As mentioned previously, smart grid systems need two-way communication links. To the best of our knowledge, two-way power-optimized RA-PLC systems with direct link between the source and destination terminal nodes and with hybrid half and full duplex nodes have not been discussed in the existing research works. To emphasize, although the problems and methods are similar with [14], the derivation and solution is not straightforward as the system in [14] does not have the direct link between the source and destination nodes. It is worth mentioning that it is beneficial to include a direct link in a communication system under harsh channels to provide spatial diversity, thereby improving the system performance [19]. Furthermore, the nature of a PLC system is half-duplex as the communication uses the same cable [20]. Currently, full-duplex PLC has been proposed to outperform the performance of the half-duplex system [21]. In this paper, we incorporate both half-duplex and full-duplex nodes to better visualize the practical PLC system.

To fill the above-mentioned gaps, in this paper we propose a power optimization scheme for a three-node two-way RA BMA multicarrier indoor PLC network with consideration of quality of service ( QoS ) constraints by combining both halfduplex and full-duplex nodes. In practical environment, PLC systems need to emit lower electromagnetic interference (EMI) at lower transmission power to reduce the interference to other applications. Thus, the QoS criteria have to be set to the lowerbound of the data traffic capacity. Since the QoS constrained power allocation problem is highly non-convex, the alternating optimization (AO) algorithm is used to decompose the optimization problem to sub-problems. In particular, we first build the system model of the proposed system and then introduce the protocol of the forward and reverse network operations. Next, mathematical problems are derived and solved by using the


Fig. 1. A three-node two-way relay system model where the solid-lines indicate first phase and the dash-line indicate the second phase.

Karush-Kuhn-Tucker (KKT) conditions and the AO algorithm. Numerical examples are shown through simulations. Simulation results show the proposed system is able to reduce the total power required by the system for about $40 \%$ compared to the conventional bidirectional direct transmission (BDT) system under the same QoS requirement. In summary, the contributions of this paper are twofold:

1) We propose a two-way RA-PLC system with the direct link between the source and destination terminal nodes by incorporating both half-duplex and full-duplex nodes in the system.
2) We derive power optimization problems, solve them using the KKT conditions and the AO algorithm and compare the performance with the conventional BDT and R2WX systems.
The rest of the paper is organized as follows, in Section II, the system model is presented and the problem is formulated. Section III describes the three sub-problems formulated from Section II, their optimization procedures, and the AO algorithm. The performance of the proposed algorithm is illustrated in Section IV. Conclusions are presented in Section V.

## II. System Model and Problem Formulation

A multicarrier three-node two-way PLC system with a source node $\left(T_{1}\right)$, a relay node $(R)$ and a destination node $\left(T_{2}\right)$ is depicted in Fig. 1. We assume that orthogonal frequency-division multiplexing (OFDM) is employed as the modulation technique. The available system bandwidth, $B$ is divided uniformly into $K$ subcarriers so that the channel fading can be considered as flat at each subcarrier. The channel frequency response (CFR) at the $k$-th $(k=1,2, . ., K)$ subcarrier from node $L_{1}$ to node $L_{2}$ during the n-th phase $(n=1,2)$ is denoted by $H_{L_{1} L_{2}}^{[k],(n)}$, where $L_{1}, L_{2} \in\left\{T_{1}, T_{2}, R\right\}$.

Furthermore, we assume that the source node and relay node operate in half-duplex mode where the nodes are allowed to either transmit or receive signal at one particular time. On the contrary, we assume that the destination node employs an ideal circulator. As a result, it is able to operate in in-band full-duplex mode, i.e. it can transmit and receive at the same time and over the same frequency, with negligible self-interference [22], [23].

Finally, for the sake of simplicity, we assume that the loads and channel are matched, so that there are no multipath reflections.

The proposed protocol can be explained as follows. In the first phase, the source node $T_{1}$ broadcasts signal $X_{1}^{[k]}$ to $R$ and $T_{2}$ while the destination node $T_{2}$ transmits signal $X_{2}^{[k]}$ to $R$. In the second phase, the node $R$ amplifies and broadcasts the received signals to $T_{1}$ and $T_{2}$. At the same time, $T_{2}$ transmits $X_{2}$ to $T_{1}$. To avoid confusion, from now on we avoid using the 'source node' and 'destination node' terms and we refer data flow $T_{1} \rightarrow(R) \rightarrow T_{2}$ as the forward mode while the flow $T_{1} \leftarrow(R) \leftarrow T_{2}$ as the reverse mode .

We assume that $X_{1}^{[k]}$ and $X_{2}^{[k]}$ follow Gaussian distribution with zero mean and unit variance. Let the transmission power at the $k$-th subcarrier from $T_{1}$ be $P_{T_{1}}^{[k]}$, from $T_{2}$ be $P_{T_{2}}^{[k]}$, and from $R$ be $P_{R}^{[k]}$. In the forward mode, node $T_{1}$ broadcasts the signal $X_{1}^{[k]}$ with power $P_{T_{1}}^{[k]}$. On the other hand, in the reverse mode, node $T_{2}$ broadcasts $X_{2}^{[k]}$ with power $P_{T_{2,1}}^{[k]}$ and $P_{T_{2,2}}^{[k]}$ in the first and second phase, respectively. The total transmit power of node $T_{2}$ is given by

$$
\begin{equation*}
P_{T_{2}}^{[k]}=P_{T_{2,1}}^{[k]}+P_{T_{2,2}}^{[k]} \tag{1}
\end{equation*}
$$

Therefore, the total network power is given by

$$
\begin{equation*}
P_{\Sigma}=\sum_{k=1}^{K} P_{T_{1}}^{[k]}+\sum_{k=1}^{K} P_{T_{2}}^{[k]}+\sum_{k=1}^{K} P_{R}^{[k]} \tag{2}
\end{equation*}
$$

As the broadcasting nature of the power-line makes the received signal in relay node and destination node have different channel gain and noise disturbances, the received signals in the first phase can be mathematically modeled as

$$
\begin{align*}
Y_{R, 1}^{[k]}= & H_{T_{1} R}^{[k],(1)} \sqrt{P_{T_{1}}^{[k]}} X_{1}^{[k]}+H_{T_{2} R}^{[k],(1)} \sqrt{P_{T_{2,1}}^{[k]}} X_{2}^{[k]} \\
& +N_{R}^{[k]}  \tag{3}\\
Y_{T_{2}, 1}^{[k]}= & H_{T_{1} T_{2}}^{[k],(1)} \sqrt{P_{T_{1}}^{[k]}} X_{1}^{[k]}+N_{T_{2,1}}^{[k]}, \tag{4}
\end{align*}
$$

where $Y_{L, 1}^{[k]}$ and $N_{L}^{[k]}$ represent the received signal in the first phase at node $L$ and the noise at node $L$ where $L \in\left\{R, T_{2}\right\}$; while $N_{T_{2,1}}^{[k]}$ denotes the $k$ th subchannel noise at the destination node in the first phase. Following [14], we assume that the power spectral density (PSD) of noise is the same for each node between two successive phases.

In the second phase, the relay node amplifies the received signal with amplitude gain $g^{[k]}$, then it broadcasts the amplified signal to node $T_{1}$ and to node $T_{2}$ with power $P_{R}^{[k]}$. The received signals in the second phase can be mathematically modeled by

$$
\begin{align*}
Y_{T_{1,2}}^{[k]}= & H_{R T_{1}}^{[k],(2)} g^{[k]} Y_{R, 1}^{[k]}+H_{T_{2} T_{1}}^{[k],(2)} \sqrt{P_{T_{2,2}}^{[k]}} X_{2}^{[k]} \\
& +N_{T_{1}}^{[k]}  \tag{5}\\
Y_{T_{2}, 2}^{[k]}= & H_{R T_{2}}^{[k],(2)} g^{[k]} Y_{R, 1}^{[k]}+N_{T_{2,2}}^{[k]} \tag{6}
\end{align*}
$$

where $Y_{L, 2}^{[k]}$ represents the received signal in the second phase at node $L$ where $L \in\left\{T_{1}, T_{2}\right\}$; while $N_{T_{2,2}}^{[k]}$ denotes the $k$ th subchannel noise at the destination node in the second phase.

The gain $g^{[k]}$ can be expressed as

$$
\begin{equation*}
g^{[k]}=\sqrt{\frac{P_{R}^{[k]}}{P_{T_{1}}^{[k]}\left|H_{T_{1} R}^{[k],(1)}\right|^{2}+P_{T_{2,1}}^{[k]}\left|H_{T_{2} R}^{[k],(1)}\right|^{2}+W^{[k]}}}, \tag{7}
\end{equation*}
$$

where $W^{[k]}$ is the noise power.
Substituting (3) into (5) and (6) gives

$$
\begin{align*}
Y_{T_{1,2}}^{[k]}= & \left(H_{T_{1} R}^{[k],(1)} H_{R T_{1}}^{[k],(2)} g^{[k]} \sqrt{P_{T_{1}}^{[k]}}\right) X_{1}^{[k]} \\
& +\left(H_{T_{2} R}^{[k],(1)} H_{R T_{1}}^{[k],(2)} g^{[k]} \sqrt{P_{T_{2,1}}^{[k]}}+H_{T_{2} T_{1}}^{[k],(2)}\right. \\
& \left.\sqrt{P_{T_{2,2}}^{[k]}}\right) X_{2}^{[k]}+H_{R T_{1}}^{[k],(2)} g^{[k]} N_{R}^{[k]} \\
& +N_{T_{1}}^{[k]} \tag{8}
\end{align*}
$$

and

$$
\begin{align*}
Y_{T_{2,2}}^{[k]}= & \left(H_{T_{1} R}^{[k],(1)} H_{R T_{2}}^{[k],(2)} g^{[k]} \sqrt{P_{T_{1}}^{[k]}}\right) X_{1}^{[k]} \\
& +\left(H_{T_{2} R}^{[k],(1)} H_{R T_{2}}^{[k],(2)} g^{[k]} \sqrt{P_{T_{2,1}}^{[k]}}\right) X_{2}^{[k]} \\
& +H_{R T_{2}}^{[k],(2)} g^{[k]} N_{R}^{[k]}+N_{T_{2,2}}^{[k]} \tag{9}
\end{align*}
$$

It is assumed that the channel state information (CSI) is available to the nodes. Since $T_{1}$ has full knowledge of $X_{1}^{[k]}$, the first term in (8) can be readily eliminated and the remaining term is used to decode the information of signal $X_{2}^{[k]}$. Similarly, the second term in (9) is eliminated and the remaining term is used to decode the information of signal $X_{1}^{[k]}$. The SNRs at $T_{1}$, and two phases of $T_{2}$ (denotes as $T_{2,1}$ and $T_{2,2}$ ) can be derived as

$$
\begin{align*}
S N R_{T_{1}} & =\frac{(\sqrt{\sigma v}+\sqrt{\phi(1+\rho+v)})^{2}}{1+\rho+v+\sigma}  \tag{10}\\
S N R_{T_{2,1}} & =\varrho  \tag{11}\\
S N R_{T_{2,2}} & =\frac{\tau \rho}{1+\rho+v+\tau} \tag{12}
\end{align*}
$$

where

$$
\begin{aligned}
& \rho=P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)} \\
& \varrho=P_{T_{1}}^{[k]} \lambda_{T_{1} T_{2}}^{[k],(1)}, \\
& \sigma=P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}, \\
& \tau=P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)} \\
& v=P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}, \\
& \phi=P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)},
\end{aligned}
$$

and the normalized path gain from node $L_{1}$ to $L_{2}$ in the $n$-th $(n=1,2)$ phase is given by

$$
\begin{equation*}
\lambda_{L_{1} L_{2}}^{[k],(n)}=\frac{\left|H_{L_{1} L_{2}}^{[k],(n)}\right|^{2}}{W^{[k]}} \tag{13}
\end{equation*}
$$

The detailed derivations can be found in Appendices A, B, C.
The average sub-channel capacity (ASC) in bits $/ \mathrm{s} / \mathrm{Hz}$ of the data traffic from $T_{2}$ to $T_{1}$ and from $T_{1}$ to $T_{2}$ are respectively given by

$$
\begin{aligned}
& \bar{C}_{1}=\frac{1}{2 K} \sum_{k=1}^{K} \log _{2}\left(1+S N R_{T_{1}}\right) \\
& \bar{C}_{2}=\frac{1}{2 K} \sum_{k=1}^{K} \log _{2}\left(1+S N R_{T_{2,1}}+S N R_{T_{2,2}}\right)
\end{aligned}
$$

Note that the factor $\frac{1}{2}$ appears due to the two-phase system.
By applying QoS criteria as the lower-bound of the system capacity, we formulate an optimization problem to make the most efficient utilization of the system total power as follows

$$
\begin{equation*}
\min _{P_{T_{1}}^{[k]}, P_{T_{2}}^{[k]}, P_{R}^{[k]}} P_{\Sigma} \tag{14a}
\end{equation*}
$$

subject to

$$
\begin{gather*}
\bar{C}_{1} \geq \bar{q}_{1}  \tag{14b}\\
\bar{C}_{2} \geq \bar{q}_{2}  \tag{14c}\\
P_{T_{1}}^{[k]}, P_{T_{2}}^{[k]}, P_{R}^{[k]} \geq 0, \quad \forall k, \tag{14d}
\end{gather*}
$$

where (14a) is the objective function of the total network transmission power, and both $\bar{q}_{1}$ and $\bar{q}_{2}$ show the minimal link capacity required to support the smart grid applications.

As the optimization problem is non-convex, the exact solution to the optimization problem is hard to obtain. Thus, an alternating optimization approach is proposed by firstly optimizing $P_{R}^{[k]}$ given $P_{T_{1}}^{[k]}, P_{T_{2,1}}^{[k]}$ and $P_{T_{2,2}}^{[k]}$ values. We then optimize $P_{T_{1}}^{[k]}$ given $P_{T_{2,1}}^{[k]}$ and $P_{T_{2,2}}^{[k]}$ as well as the previously optimized $P_{R}^{[k]}$. Next, we optimize $P_{T_{2,1}}^{[k]}$ given $P_{T_{2,2}}^{[k]}$ and the previously optimized $P_{T_{1}}^{[k]}$ and $P_{R}^{[k]}$. The last step is to optimize $P_{T_{2,2}}^{[k]}$ given the previously optimized $P_{R}^{[k]}, P_{T_{1}}^{[k]}$ and $P_{T_{2,1}}^{[k]}$. The process is repeated until convergence, i.e., the difference between the total power obtained in two successive iterations is less than a certain threshold. The resulting sub-problems are convex for any groups of power allocation variables with the remaining variables fixed. Thus, an alternating algorithm is developed to solve the problem (14a)-(14d) which will be discussed in the following subsections.

## III. Optimization Problems

## A. Optimal Relay Power Allocation Given Source Power Allocations

Using the given initial values of $P_{T_{1}}^{[k]}, P_{T_{2,1}}^{[k]}$ and $P_{T_{2,2}}^{[k]}$, the problem (14a)-(14d) become

$$
\begin{equation*}
\min _{P_{R}^{[k]}} \sum_{k=1}^{K} P_{R}^{[k]} \tag{15a}
\end{equation*}
$$

subject to

$$
\begin{align*}
& 2 K \bar{q}_{1}-\sum_{k=1}^{K} \log _{2}\left(A_{k}+\frac{B_{k}+C_{k} \sqrt{P_{R}^{[k]}}}{D_{k} P_{R}^{[k]}+E_{k}}\right) \leq 0  \tag{15b}\\
& 2 K \bar{q}_{2}-\sum_{k=1}^{K} \log _{2}\left(F_{k}-\frac{G_{k}}{H_{k} P_{R}^{[k]}+E_{k}}\right) \leq 0  \tag{15c}\\
& \quad P_{R}^{[k]} \geq 0, \forall k \tag{15~d}
\end{align*}
$$

where

$$
\begin{aligned}
A_{k} & =1+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}, \\
B_{k} & =\left(P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)}-P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}\right) E_{k} \\
C_{k} & =2 \sqrt{P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)} P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)} \lambda_{R T_{1}}^{[k],(2)}} \times \sqrt{E_{k}} \\
D_{k} & =\lambda_{R T_{1}}^{[k],(2)} \\
E_{k} & =1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}, \\
F_{k} & =1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{1}}^{[k]} \lambda_{T_{1} T_{2}}^{[k],(1)}, \\
G_{k} & =P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)} E_{k}, \\
H_{k} & =\lambda_{R T_{2}}^{[k],(2)} .
\end{aligned}
$$

Applying Karush-Kuhn-Tucker (KKT) conditions to the problem (15a)-(15d) results in the expressions (16a)-(16e) shown at the bottom of the next page.

Proposition 1: The problem (15a)-(15d) becomes convex with the condition of $\left\{P_{R}^{[k]} \mid P_{R}^{[k]} \geq 0\right\}$. When $\alpha_{1}, \alpha_{2}>0$, the left-hand side (LHS) of (16a)-(16d) are monotonic functions of $P_{R}^{[k]}$. Thus, a bi-section search algorithm may be used to solve (16a)-(16e), which is also the solution of the problem (15a)-(15d).

## B. Optimal First Terminal Power Allocation Given Second Terminal and Relay Power Allocations

Using the newly optimized value $P_{R}^{[k]}$ and the given initial value $P_{T_{2,1}}^{[k]}$ and $P_{T_{2,2}}^{[k]}$, the problem (14a)-(14d) becomes

$$
\begin{equation*}
\min _{P_{T_{1}}^{[k]}} \sum_{k=1}^{K} P_{T_{1}}^{[k]} \tag{17a}
\end{equation*}
$$

subject to

$$
\begin{align*}
& 2 K \bar{q}_{1}-\sum_{k=1}^{K} \log _{2}\left(I_{k}+\frac{J_{k}+K_{k} \sqrt{L_{k}+M_{k} P_{T_{1}}^{[k]}}}{M_{k} P_{T_{1}}^{[k]}+N_{k}}\right) \leq 0  \tag{17b}\\
& 2 K \bar{q}_{2}-\sum_{k=1}^{K} \log _{2}\left(O_{k}+Q_{k} P_{T_{1}}^{[k]}-\frac{R_{k}}{M_{k} P_{T_{1}}^{[k]}+S_{k}}\right) \leq 0 \tag{17c}
\end{align*}
$$

$$
\begin{equation*}
P_{T_{1}}^{[k]} \geq 0, \quad \forall k \tag{17d}
\end{equation*}
$$

where

$$
\begin{aligned}
I_{k} & =1+P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)} \\
J_{k} & =P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}\left(P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}-P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)}\right)
\end{aligned}
$$

$$
K_{k}=2 \sqrt{P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)} P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)} P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)}}
$$

$$
L_{k}=1+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}
$$

$$
M_{k}=\lambda_{T_{1} R}^{[k],(1)}
$$

$$
N_{k}=1+P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}
$$

$$
O_{k}=1+P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)}
$$

$$
Q_{k}=\lambda_{T_{1} T_{2}}^{[k],(1)}
$$

$$
R_{k}=P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)}\left(1+P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}\right),
$$

$$
S_{k}=1+P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}
$$

Similar to Section III-A, we apply KKT conditions to the problem (17a)-(17d) to have the expressions (18a)-(18e) shown at the bottom of the next page.

Proposition 2: The problem (17a)-(17d) becomes convex with the condition of $\left\{P_{T_{1}}^{[k]} \mid P_{T_{1}}^{[k]} \geq 0\right\}$. When $\beta_{1}, \beta_{2}>0$, the LHS of (18a)-(18c) are monotonic functions of $P_{T_{1}}^{[k]}$. A bisection search algorithm may be used to solve (18a)-(18e), which is also the solution of the problem (17a)-(17d).

## C. Optimal Second Terminal Power Allocation of First Phase Given First Terminal and Relay Power Allocations

Using the newly optimized value $P_{R}^{[k]}$ and $P_{T_{1}}^{[k]}$ obtained from the Sections III-A to III-B and the given initial value $P_{T_{2,2}}^{[k]}$, the problem (14a)-(14d) becomes

$$
\begin{equation*}
\min _{P_{T_{2,1}}^{[k]}} \sum_{k=1}^{K} P_{T_{2,1}}^{[k]} \tag{19a}
\end{equation*}
$$

subject to

$$
\begin{align*}
& 2 K \bar{q}_{1}-\sum_{k=1}^{K} \log _{2}\left(T_{k}\right. \\
& \left.\quad+\frac{U_{k}+V_{k} \sqrt{P_{T_{2,1}}^{[k]}\left(X_{k}+Y_{k} P_{T_{2,1}}^{[k]}\right)}}{Y_{k} P_{T_{2,1}}^{[k]}+Z_{k}}\right) \leq 0  \tag{19b}\\
& 2 K \bar{q}_{2}-\sum_{k=1}^{K} \log _{2}\left(a_{k}+\frac{b_{k}}{Y_{k} P_{T_{2,1}}^{[k]}+c_{k}}\right) \leq 0  \tag{19c}\\
& P_{T_{2,1}}^{[k]} \geq 0, \quad \forall k \tag{19d}
\end{align*}
$$

where

$$
\begin{aligned}
T_{k} & =1+P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}+P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)} \\
U_{k} & =-P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}\left(Z_{k}+P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)}\right), \\
V_{k} & =2 \sqrt{P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)} \lambda_{T_{2} R}^{[k],(1)} P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)}} \\
X_{k} & =1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)} \\
Y_{k} & =\lambda_{T_{2} R}^{[k],(1)}
\end{aligned}
$$

$$
Z_{k}=1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}
$$

$$
\begin{align*}
& 1+\alpha_{1} \frac{C_{k} D_{k} P_{R}^{[k]}+2 B_{k} D_{k} \sqrt{P_{R}^{[k]}}-C_{k} E_{k}}{2 \ln (2)\left(A_{k} D_{k} P_{R}^{[k]}+A_{k} E_{k}+C_{k} \sqrt{P_{R}^{[k]}}+B_{k}\right) \sqrt{P_{R}^{[k]}}\left(D_{k} P_{R}^{[k]}+E_{k}\right)} \\
& -\alpha_{2} \frac{G_{k} H_{k}}{\ln (2)\left(F_{k}-\frac{G_{k}}{H_{k} P_{R}^{[k]}+E_{k}}\right)\left(H_{k} P_{R}^{[k]}+E_{k}\right)^{2}}=0  \tag{16a}\\
& \alpha_{1}\left[2 K \bar{q}_{1}-\sum_{k=1}^{K} \log _{2}\left(A_{k}+\frac{B_{k}+C_{k} \sqrt{P_{R}^{[k]}}}{D_{k} P_{R}^{[k]}+E_{k}}\right)\right]=0  \tag{16b}\\
& \alpha_{2}\left[2 K \bar{q}_{2}-\sum_{k=1}^{K} \log _{2}\left(F_{k}-\frac{G_{k}}{H_{k} P_{R}^{[k]}+E_{k}}\right)\right]=0  \tag{16c}\\
& \alpha_{1}, \alpha_{2} \geq 0  \tag{16d}\\
& P_{R}^{[k]} \geq 0 \tag{16e}
\end{align*}
$$

$$
\begin{aligned}
a_{k} & =1+P_{T_{1}}^{[k]} \lambda_{T_{1} T_{2}}^{[k],(1)}, \\
b_{k} & =P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)} P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}, \\
c_{k} & =1+P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)}+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)} .
\end{aligned}
$$

After applying KKT conditions to the problem (19a)-(19d), we have (20a)-(20e) shown as the bottom of this page.

Proposition 3: The problem (19a)-(19d) becomes convex with the condition of $\left\{P_{T_{2,1}}^{[k]} \mid P_{T_{2,1}}^{[k]} \geq 0\right\}$. When $\gamma_{1}, \gamma_{2}>0$, the LHS of (20a)-(20c) are monotone functions of $P_{T_{2,1}}^{[k]}$. Once again, a bi-section search algorithm may be used to solve (20a)(20e), which is also the solution of the problem (19a)-(19d).

## D. Optimal Second Terminal Power Allocation of Second Phase Given First Terminal and Relay Power Allocations

Using the newly optimized value $P_{R}^{[k]}, P_{T_{1}}^{[k]}$ and $P_{T_{2,1}}^{[k]}$ obtained from Sections III-A to III-C, the problem (14a)-(14d) becomes

$$
\begin{equation*}
\min _{P_{T_{2,2}}^{[k]}} \sum_{k=1}^{K} P_{T_{2,2}}^{[k]}, \tag{21a}
\end{equation*}
$$

subject to

$$
2 K \bar{q}_{1}-\sum_{k=1}^{K} \log _{2}\left(\Psi_{k}\right) \leq 0
$$

$$
\begin{align*}
& 1+\beta_{1} \frac{M_{k}\left(K_{k} M_{k} P_{T_{1}}^{[k]}+2 J_{k} \sqrt{M_{k} P_{T_{1}}^{[k]}+L_{k}}+2 K_{k} L_{k}-K_{k} N_{k}\right)}{2 \ln (2)\left(I_{k} M_{k} P_{T_{1}}^{[k]}+K_{k} \sqrt{M_{k} P_{T_{1}}^{[k]}+L_{k}}+I_{k} N_{k}+J_{k}\right) \sqrt{M_{k} P_{T_{1}}^{[k]}+L_{k}}\left(M_{k} P_{T_{1}}^{[k]}+N_{k}\right)} \\
& -Q_{2} \frac{Q_{k}+\frac{R_{k} M_{k}}{\left(M_{k} P_{T_{1}}^{[k]}+S_{k}\right)^{2}}}{\ln (2)\left(O_{k}+Q_{k} P_{T_{1}}^{[k]}-\frac{R_{k}}{M_{k} P_{T_{1}}^{[k]}+S_{k}}\right)}=0  \tag{18a}\\
& \beta_{1}\left[2 K \bar{q}_{1}-\sum_{k=1}^{K} \log _{2}\left(I_{k}+\frac{\left.\left.J_{k}+K_{k} \sqrt{L_{k}+M_{k} P_{T_{1}}^{[k]}}\right)\right]=0}{M_{k} P_{T_{1}}^{[k]}+N_{k}}\right)\right]  \tag{18b}\\
& \beta_{2}\left[2 K \bar{q}_{2}-\sum_{k=1}^{K} \log _{2}\left(O_{k}+Q_{k} P_{T_{1}}^{[k]}-\frac{R_{k}}{M_{k} P_{T_{1}}^{[k]}+S_{k}}\right)\right]=0  \tag{18c}\\
& \beta_{1}, \beta_{2} \geq 0  \tag{18d}\\
& P_{T_{1}}^{[k]} \geq 0 \tag{18e}
\end{align*}
$$

$$
\begin{align*}
& 1+\gamma_{1} \frac{V_{k} X_{k} Y_{k} P_{T_{2,1}}^{[k]}-2 V_{k} Y_{k} Z_{k} P_{T_{2,1}}^{[k]}-V_{k} X_{k} Z_{k}+2 U_{k} Y_{k} \sqrt{P_{T_{2,1}}^{[k]}\left(Y_{k} P_{T_{2,1}}^{[k]}+X_{k}\right)}}{2 \ln (2)\left(T_{k} Y_{k} P_{T_{2,1}}^{[k]}+V_{k} \sqrt{P_{T_{2,1}}^{[k]}\left(Y_{k} P_{T_{2,1}}^{[k]}+X_{k}\right)}+T_{k} Z_{k}+U_{k}\right) \sqrt{P_{T_{2,1}}^{[k]}\left(Y_{k} P_{T_{2,1}}^{[k]}+X_{k}\right)}\left(Y_{k} P_{T_{2,1}}^{[k]}+Z_{k}\right)} \\
& +\gamma_{2} \frac{b_{k} Y_{k}}{\ln (2)\left(a_{k}+\frac{b_{k}}{Y_{k} P_{T_{2,1}}^{[k]}+c_{k}}\right)\left(Y_{k} P_{T_{2,1}}^{[k]}+c_{k}\right)^{2}}=0  \tag{20a}\\
& \gamma_{1}\left[2 K \bar{q}_{1}-\sum_{k=1}^{K} \log _{2}\left(T_{k}+\frac{U_{k}+V_{k} \sqrt{P_{T_{2,1}}^{[k]}\left(X_{k}+Y_{k} P_{T_{2,1}}^{[k]}\right)}}{Y_{k} P_{T_{2,1}}^{[k]}+Z_{k}}\right)\right]=0 \\
& \gamma_{2}\left[2 K \bar{q}_{2}-\sum_{k=1}^{K} \log _{2}\left(a_{k}+\frac{b_{k}}{Y_{k} P_{T_{2,1}}^{[k]}+c_{k}}\right)\right]=0 \\
& \gamma_{1}, \gamma_{2} \geq 0 \\
& P_{T_{2,1}}^{[k]} \geq 0 \tag{20e}
\end{align*}
$$

$$
\begin{equation*}
P_{T_{2,2}}^{[k]} \geq 0, \quad \forall k \tag{21c}
\end{equation*}
$$

where

$$
\begin{aligned}
\Psi_{k}= & 1+d_{k}+e_{k} P_{T_{2,2}}^{[k]}+f_{k} \sqrt{P_{T_{2,2}}^{[k]}} \\
d_{k}= & \frac{P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)} P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}}{1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k],(1)} \lambda_{T_{2} R}^{[k],(1)}+P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}}, \\
e_{k}= & \frac{\lambda_{T_{2} T_{1}}^{[k],(2)}\left(1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k],(1)} \lambda_{T_{2} R}^{[k],(1)}\right)}{1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k],(1)} \lambda_{T_{2} R}^{[k],(1)}+P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}}, \\
f_{k}= & \frac{2 \sqrt{P}_{P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)} P_{T_{2,1}}^{[k],(1)} \lambda_{T_{2} R}^{[k],(1)} \lambda_{T_{2} T_{1}}^{[k],(2)}}^{1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k],(1)} \lambda_{T_{2} R}^{[k],(1)}+P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}} \times}{} \\
& \sqrt{\left(1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k],(1)} \lambda_{T_{2} R}^{[k],(1)}\right)}
\end{aligned}
$$

After applying KKT conditions to the problem (21a)-(21c), the solutions for the problem can be written as

$$
\begin{align*}
& 1-\delta_{1} \frac{2 e_{k} \sqrt{P_{T_{2,2}}^{[k]}}+f_{k}}{2 \ln (2) \sqrt{P_{T_{2,2}}^{[k]}}\left(\Psi_{k}\right)}=0  \tag{22a}\\
& \delta_{1}\left[2 K \bar{q}_{1}-\sum_{k=1}^{K} \log _{2}\left(\Psi_{k}\right)\right]=0  \tag{22b}\\
& \delta_{1} \geq 0  \tag{22c}\\
& P_{T_{2,2}}^{[k]} \geq 0 \tag{22d}
\end{align*}
$$

Proposition 4: The problem (21a)-(21c) becomes convex with the condition of $\left\{P_{T_{2,2}}^{[k]} \mid P_{T_{2,2}}^{[k]} \geq 0\right\}$. When $\delta_{1}>0$, the LHS of (22a)-(22b) are monotone functions of $P_{T_{2,2}}^{[k]}$. Once again, a bi-section search algorithm may be used to solve (22a)-(22d), which is also the solution of the problem (21a)-(21c).

## E. AO Algorithm

Based on the discussion in the Sections III-A to III-D, the proposed AO algorithm is summarized in Table I for solving the problem (14a)-(14d). Since the globally optimal solution is obtained for each subproblem, the proposed AO algorithm converges at least to a Nash point [24]. In our problem, although variables are coupled through the QoS constraints, according to [24] the AO algorithm still converges. The complexity of the AO algorithm is given by $O\left(c K\left(\kappa_{1}+\kappa_{2}+\kappa_{3}+\kappa_{4}\right)\right)$, where $c$ is the number of iterations in the AO algorithm, $\kappa_{1}, \kappa_{2}, \kappa_{3}$, and $\kappa_{4}$ are the number of iterations in the bi-sections in each subproblem.

## IV. Numerical Simulations

A three-node two-way relay-assisted PLC system is shown in Fig. 2, where each segment of the network uses the same cable type. The cable parameters are shown in Table II [25]. Note that $R=R_{0} \sqrt{f}$ and $G=5 G_{0} \times 2 \pi f$. The simulation parameters are set according to the physical layer specification of the HomePlug AV standard [26], [27].

TABLE I
AO Algorithm to Solve the Optimization Problem (22)-(25)

1) Initialize $P_{T_{1}}^{[1]}, P_{T_{2,1}}^{[1]}$ and $P_{T_{2,2}}^{[1]}$ as $p_{T_{1}, 1}, p_{T_{2,1}, 1}$ and $p_{T_{2,2}, 1}$ with $P_{T_{1}}^{[k]}=0, P_{T_{2,1}}^{[k]}=0$ and $P_{T_{2,2}}^{[k]}=0$, respectively for $k=2,3, \ldots, K$. 2) Optimise $P_{R}^{[k]}$ with the previous $P_{T_{1}}^{[k]}, P_{T_{2,1}}^{[k]}$ and $P_{T_{2,2}}^{[k]}$ by solving (38)-(42).
2) Optimise $P_{T_{1}}^{[k]}$ with the newly optimized $P_{R}^{[k]}$ and the previous $P_{T_{2,1}}^{[k]}$ and $P_{T_{2,2}}^{[k]}$ by solving (57)-(61).
3) Optimise $P_{T_{2}, 1}^{[k]}$ with the newly optimized $P_{R}^{[k]}$ and $P_{T_{1}}^{[k]}$ and the previous $P_{T_{2,2}}^{[k]}$ by solving (75)-(79).
4) Optimise $P_{T_{2,2}}^{[k]}$ with the newly optimized $P_{R}^{[k]}, P_{T_{1}}^{[k]}$ and $P_{T_{2,1}}^{[k]}$ by solving (86)-(89).
5) Calculate the total power (2) using with the obtained power allocation values.
6) Repeat Step 2 to Step 5 until convergence, i.e., the difference between the total power obtained in two successive iterations is less than a present threshold.


Fig. 2. Topology of a three-node two-way channel.

TABLE II
Characteristics of Indoor Power Network Cable

| Parameter | Description | Value |
| :---: | :---: | :---: |
| $R_{0}$ | resistance constant | $9.34 \times 10^{-5}$ |
| $L$ | inductance per-unit-length | $0.96 \times 10^{-6}$ |
| $C$ | capacitance per-unit-length | $17.5 \times 10^{-12}$ |
| $G_{0}$ | conductance constant | $34.7 \times 10^{-14}$ |

The noise of the PLC system is modelled as filtered white Gaussian noise (colored noise) as presented in [28], [29]. The noise at different nodes of the network is assumed to be independent and identically distributed (i.i.d.) and share the common PSD as shown in Fig. 3.

The source node has an inner impedance of $Z_{S}=50 \Omega$ in the transmit mode and load impedance $Z_{l}=150 \Omega$ in the receive mode. Meanwhile, the relay node has an inner impedance of $Z_{S R}=50 \Omega$ in the transmit mode and load impedance of $Z_{L R}=$ $150 \Omega$ in the receive mode. The relay is attached to the branch where the preexisting load $Z_{b}$ has the characteristics as shown in Fig. 4. The parameters for the preexisting load are shown in Table III [25].

The channel transfer functions of the relay-assisted PLC system in Fig. 2 are found by dividing it into several groups of the equivalent P2P PLC channel which adopt the Canate's channel model discussed in [25]. By configuring the parameters used for the P2P channel, a group of correlated path gains can be generated as depicted in Fig. 5. The normalized path gains


Fig. 3. PSD of the noise in a PLC system.


Fig. 4. Frequency response of preexisting load $Z_{b}$.

TABLE III
Parameters of the Preexisting Load, $Z_{b}$

| Parameter | Description |
| :---: | :---: |
| Resistance | $R^{\prime} \in\{200,1800\} \Omega$ |
|  | with a uniform distribution |
| Resonant frequency | $\omega_{0} / 2 \pi \in\{2,28\} M H z$ |
| with a uniform distribution |  |
| $Q$ factor | $Q \in\{5,25\}$ |
|  | with a uniform distribution |

on each sub-carrier are calculated and the results are shown in Fig. 6.

In this simulation, as shown in Table IV, we assume there are a total of $K=1155$ OFDM subcarriers within the frequency band of 2 MHz to 30 MHz . The simulation results are generated by the proposed iterative algorithm where the convergence condition is specified as the difference between the total power obtained in two successive iterations being less than $10^{-5}$.

We aim to obtain the minimal total power while satisfying the minimal ASC requirement. In the simulations, $\bar{q}_{2}$ is set to 2 bits $/ \mathrm{s} / \mathrm{Hz}$ and $\bar{q}_{1}$ is varied from 1.0 to $4.0 \mathrm{bits} / \mathrm{s} / \mathrm{Hz}$. Fig. 7 shows the total transmission power versus the number of iterations. It


Fig. 5. Path gain of a three-node two-way relay system.


Fig. 6. Normalized path gain of a three-node two-way relay system.

TABLE IV
System Parameters Used for Simulation

| Frequency band | $2 \mathrm{MHz}-30 \mathrm{MHz}$ |
| :--- | :--- |
| Total number of OFDM subcarriers | $K=1155$ |
| Signalling path gain $\tilde{H}$ |  |
| General background noise $N^{[k],(n)}$ | Fig. 5 |
| Normalised path gains $\gamma^{[k],(n)}$ | Fig. 3 |

can be seen that the proposed AO algorithm converges within six iterations for $\bar{q}_{1}=1$. We note that for other values of $\bar{q}_{1}$ since the decrease of the total power is very small after six iterations, the good performance of the AO algorithm can be achieved with only a few iterations. This also shows that the AO algorithm has a short processing delay, which can fulfil the requirement of practical relay PLC systems. It is obvious that increasing the minimal ASC requirement needs more transmission power to meet the QoS constraint.

We also compare the AO algorithm with the well-known Expectation-Maximization (EM) algorithm [30], [31]. The details of the EM algorithm are given in Appendix D. It can be


Fig. 7. Total power versus the number of iterations.


Fig. 8. Total power versus one directional ASC, $\bar{q}_{1}$.
seen that both algorithms converge to the same point and the AO converges faster.

Further, the proposed scheme is compared with the conventional BDT system and relay-assisted two-way information exchange (R2WX) system under the same PLC configuration system. The conventional BDT system is configured such that in the first phase, the source node $T_{1}$ sends $X_{1}^{[k]}(k=1,2, \ldots, K)$ signal with power $P_{T_{1}}^{[k]}$ to the destination node subjecting to the directional QoS constraints. In the second phase, the destination node $T_{2}$ replies $X_{2}^{[k]}(k=1,2, \ldots, K)$ signal with power $P_{T_{2}}^{[k]}$ to the source node subjecting to the QoS requirement on the traffic direction. To meet the ASC constraint on the traffic direction, the power allocations at $T_{1}$ and $T_{2}$ use the water-filling algorithm [32]. Meanwhile, the R2WX system in [14] is configured such that in the first phase, the source node $T_{1}$ sends $X_{1}^{[k]}(k=1,2, \ldots, K)$ signal with power $P_{T_{1}}^{[k]}$ to the relay node and at the same time, the destination node $T_{2}$ sends $X_{2}^{[k]}(k=1,2, \ldots, K)$ signal with power $P_{T_{2}}^{[k]}$ to the relay node. In the second phase, the relay node amplifies the received signal
with amplitude gain and then broadcasts the amplified signal to the node $T_{1}$ and $T_{2}$.

The total power versus the QoS constraints plots for the BDT system, the R2WX system and the proposed system are shown in Fig. 8. Furthermore, the simulation results show that the proposed system consumes about $40 \%$ less total power than the conventional BDT system to meet the same QoS requirements. Moreover, compared with the proposed system, the R2WX system needs more total power as the direct link between the source and destination nodes is not considered. In short, the proposed system consumes less power compared to the R2WX system proposed in [14].

## V. CONCLUSION

We have derived the mathematical expressions of the threenode two-way PLC system to obtain the optimal power allocations. The AO algorithm has been employed to solve the optimization problem. The minimal channel capacity requirement has been applied to the PLC applications to examine the total transmission power minimization. The simulation results show that the AO algorithm converges in only a few iterations, which indicates that the AO algorithm has a short processing delay. The minimal transmission power increases with the ASC requirement as more transmission power is needed to meet the QoS constraint. Simulation results have shown that our method is able to make the system attain the same QoS requirements with less total power compared with the BDT system and the R2WX system.

## ApPENDIX

## A Derivation of $S N R_{T_{1}}$

The received signal at $T_{1}$ in the second phase is given in (8). Since $T_{1}$ has full knowledge of $X_{1}^{[k]}$ and the channels, the first term of (8) can be eliminated. After elimination it becomes

$$
\widehat{Y}_{T_{1,2}}^{[k]}=(\xi+\varsigma) X_{2}^{[k]}+H_{R T_{1}}^{[k],(2)} g^{[k]} N_{R}^{[k]}+N_{T_{1}}^{[k]}
$$

where

$$
\begin{gather*}
\xi=H  \tag{23}\\
P_{T_{2,2}}^{[k]} .
\end{gather*}
$$

$H_{T_{2} T_{1}}^{[k],(2)} \sqrt{P_{T_{2,2}}^{[k]}}$.
The power of signal at $T_{1}$ is given by

$$
\begin{align*}
P_{T_{1}} & =E\left\{\left|(\xi+\varsigma) X_{2}^{[k]}\right|^{2}\right\} \\
& =\left(|\xi|^{2}+|\varsigma|^{2}+2 \sqrt{|\xi|^{2}|\varsigma|^{2}}\right) E\left\{\left|X_{2}^{[k]}\right|^{2}\right\} \tag{24}
\end{align*}
$$

where

$$
|\xi|^{2}=\frac{P_{R}^{[k]} P_{T_{2,1}}^{[k]}\left|H_{T_{2} R}^{[k],(1)}\right|^{2}\left|H_{R T_{1}}^{[k],(2)}\right|^{2}}{P_{T_{1}}^{[k]}\left|H_{T_{1} R}^{[k],(1)}\right|^{2}+P_{T_{2,1}}^{[k]}\left|H_{T_{2} R}^{[k],(1)}\right|^{2}+W^{[k]}},
$$

$$
|\varsigma|^{2}=P_{T_{2,2}}^{[k]}\left|H_{T_{2} T_{1}}^{[k],(2)}\right|^{2}
$$

Note that $E\left\{\left|X_{2}^{[k]}\right|^{2}\right\}=1$. For the sake of simplicity, we normalize the channel power to the noise power $W^{[k]}$. Therefore, we have the following:

$$
\begin{equation*}
\tilde{P}_{T_{1}}=|\xi|_{N}^{2}+|\varsigma|_{N}^{2}+2 \sqrt{|\xi|_{N}^{2}|\varsigma|_{N}^{2}} \tag{25}
\end{equation*}
$$

where

$$
\begin{align*}
|\xi|_{N}^{2} & =\frac{P_{R}^{[k]} P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)} \lambda_{R T_{1}}^{[k],(2)} W^{[k]}}{1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}}  \tag{26}\\
|\zeta|_{N}^{2} & =P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)} W^{[k]}, \tag{27}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda_{L_{1} L_{2}}^{[k],(n)}=\frac{\left|H_{L_{1} L_{2}}^{[k],(n)}\right|^{2}}{W^{[k]}} \tag{28}
\end{equation*}
$$

is the normalized path gain from node $L_{1}$ to $L_{2}$ in the $n$-th ( $n=1,2$ ) phase. The power of noise at $T_{1}$ is given by

$$
\begin{aligned}
P_{N_{T_{1}}} & =E\left\{\left|H_{R T_{1}}^{[k],(2)} g^{[k]} N_{R}^{[k]}\right|^{2}\right\}+E\left\{\left|N_{T_{1}}^{[k]}\right|^{2}\right\} \\
& =\left|H_{R T_{1}}^{[k],(2)}\right|^{2}\left|g^{[k]}\right|^{2} E\left\{\left|N_{R}^{[k]}\right|^{2}\right\}+E\left\{\left|N_{T_{1}}^{[k]}\right|^{2}\right\}
\end{aligned}
$$

Keep in mind that we assume that the power of noise is the same at each node for two successive phases. Thus, $E\left\{\left|N_{R}^{[k]}\right|^{2}\right\}=$ $E\left\{\left|N_{T_{1}}^{[k]}\right|^{2}\right\}=W^{[k]}$. Similar to the signal power, after using (7) and normalizing the channel power, it becomes

$$
\begin{equation*}
\tilde{P}_{N_{T_{1}}}=\frac{P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)} W^{[k]}}{1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}}+W^{[k]} \tag{29}
\end{equation*}
$$

Finally, the SNR at node $T_{1}$ can be calculated as given in (30), shown as the bottom of this page.
B. Derivation of $S N R_{T_{2,1}}$

Similarly to the approach in Appendix A, the received signal at $T_{2}$ in the first phase becomes

$$
\begin{equation*}
\widehat{Y}_{T_{2,1}}^{[k]}=\psi X_{1}^{[k]}+N_{T_{2,1}}^{[k]} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi=H_{T_{1} T_{2}}^{[k],(1)} \sqrt{P_{T_{1}}^{[k]}} \tag{32}
\end{equation*}
$$

The power of signal is given by

$$
\begin{align*}
P_{T_{2,1}} & =E\left\{\left|\psi X_{1}^{[k]}\right|^{2}\right\} \\
& =|\psi|^{2} E\left\{\left|X_{1}^{[k]}\right|^{2}\right\}, \tag{33}
\end{align*}
$$

where

$$
\begin{equation*}
|\psi|^{2}=P_{T_{1}}^{[k]}\left|H_{T_{1} T_{2}}^{[k],(1)}\right|^{2} \tag{34}
\end{equation*}
$$

After normalizing the signal power, we have the following:

$$
\begin{equation*}
\tilde{P}_{T_{2,1}}=P_{T_{1}}^{[k]} \lambda_{T_{1} T_{2}}^{[k],(1)} W^{[k]} \tag{35}
\end{equation*}
$$

The power of noise at $T_{2}$ during the first phase is given by

$$
\begin{equation*}
P_{N_{T_{2,1}}}=E\left\{\left|N_{T_{2,1}}^{[k]}\right|^{2}\right\} \tag{36}
\end{equation*}
$$

With the same assumption in Appendix A, the normalized noise power at $T_{2}$ during the first phase is given by

$$
\begin{equation*}
\tilde{P}_{N_{T_{2,1}}}=W^{[k]} . \tag{37}
\end{equation*}
$$

The SNR at $T_{2}$ in the first phase can be calculated as

$$
\begin{align*}
S N R_{T_{2,1}} & =\frac{\tilde{P}_{T_{2,1}}}{\tilde{P}_{N_{T_{2,1}}}} \\
& =P_{T_{1}}^{[k]} \lambda_{T_{1} T_{2}}^{[k],(1)} \tag{38}
\end{align*}
$$

## C. Derivation of $S N R_{T_{2,2}}$

The received signal at $T_{2}$ in the second phase becomes

$$
\begin{equation*}
\widehat{Y}_{T_{2}, 2}^{[k]}=\iota X_{1}^{[k]}+H_{R T_{2}}^{[k],(2)} g^{[k]} N_{R}^{[k]}+N_{T_{2}}^{[k]} \tag{39}
\end{equation*}
$$

where

$$
\begin{equation*}
\iota=H_{T_{1} R}^{[k],(1)} H_{R T_{2}}^{[k],(2)} g^{[k]} \sqrt{P_{T_{1}}^{[k]}} \tag{40}
\end{equation*}
$$

and $g^{[k]}$ is given in (7). The power of signal is given by

$$
\begin{align*}
P_{T_{2,2}} & =E\left\{\left|\iota X_{1}^{[k]}\right|^{2}\right\} \\
& =|\iota|^{2} E\left\{\left|X_{1}^{[k]}\right|^{2}\right\} \tag{41}
\end{align*}
$$

where

$$
\begin{equation*}
|\iota|^{2}=\frac{P_{R}^{[k]} P_{T_{1}}^{[k]}\left|H_{T_{1} R}^{[k],(1)}\right|^{2}\left|H_{R T_{2}}^{[k],(2)}\right|^{2}}{P_{T_{1}}^{[k]}\left|H_{T_{1} R}^{[k],(1)}\right|^{2}+P_{T_{2}, 1}^{[k]}\left|H_{T_{2} R}^{[k],(1)}\right|^{2}+W^{[k]}} \tag{42}
\end{equation*}
$$

After normalizing the signal power, we have the following:

$$
\begin{equation*}
\tilde{P}_{T_{2,2}}=\frac{P_{R}^{[k]} P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)} \lambda_{R T_{2}}^{[k],(2)} W^{[k]}}{P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}+1} . \tag{43}
\end{equation*}
$$

The power of noise at $T_{2}$ during the second phase is given by

$$
\begin{aligned}
P_{N_{T_{2,2}}} & =E\left\{\left|H_{R T_{2}}^{[k],(2)} g^{[k]} N_{R}^{[k]}\right|^{2}\right\}+E\left\{\left|N_{T_{2}}^{[k]}\right|^{2}\right\} \\
& =\left|H_{R T_{2}}^{[k],(2)}\right|^{2}\left|g^{[k]}\right|^{2} E\left\{\left|N_{R}^{[k]}\right|^{2}\right\}+E\left\{\left|N_{T_{2}}^{[k]}\right|^{2}\right\}
\end{aligned}
$$

With the same assumption in Appendix A, the normalized noise power at $T_{2}$ during the second phase is given by

$$
\begin{equation*}
\tilde{P}_{N_{T_{2,2}}}=\frac{P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)} W^{[k]}}{P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}+1}+W^{[k]} \tag{44}
\end{equation*}
$$

$$
\begin{align*}
S N R_{T_{1}} & =\frac{\tilde{P}_{T_{1}}}{\tilde{P}_{N_{T_{1}}}} \\
& =\frac{\left(\sqrt{P_{R}^{[k]} \lambda_{R T_{1}}^{[k](2)} P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}}+\sqrt{\left.P_{T_{2,2}}^{[k]} \lambda_{T_{2} T_{1}}^{[k],(2)}\left(1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}\right)\right)^{2}}\right.}{1+P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}+P_{R}^{[k]} \lambda_{R T_{1}}^{[k],(2)}} \tag{30}
\end{align*}
$$

TABLE V
EM Algorithm to Solve the Optimization Problem

1) Set $t=0$ and a feasible power for $P_{R}^{[k],(t)}, P_{T_{1}}^{[k],(t)}, P_{T_{2}}^{[k],(t)}$.
2) Set $t=t+1$, using $P_{T_{1}}^{[k],(t)}, P_{T_{2}}^{[k],(t)}$ to obtain $P_{R}^{[k],(t+1)}$
3) Using $P_{T_{2}}^{[k],(t)}, P_{R}^{[k],(t+1)}$ from step 2 to obtain $P_{T_{1}}^{[k],(t+1)}$
4) Using $P_{R}^{[k],(t+1)}, P_{T_{1}}^{[k],(t+1)}$ from step 2 and step 3 to obtain $P_{T_{2}}^{[k],(t+1)}$.
5) If $\left\|P_{R}^{[k],(t+1)}-P_{R}^{[k],(t)}\right\| \leq \varepsilon,\left\|P_{T_{1}}^{[k],(t+1)}-P_{T_{1}}^{[k],(t)}\right\| \leq \varepsilon$, and $\left\|P_{T_{2}}^{[k],(t+1)}-P_{T_{2}}^{[k],(t)}\right\| \leq \varepsilon$ are satisfied, go to step 6. Otherwise, go to step 2 .
6) Calculate the total power (2) using the obtained power allocation values.

The SNR at the destination node during the second phase can be calculated as given in (45).

$$
\begin{align*}
S N R_{T_{2,2}} & =\frac{\tilde{P}_{T_{2,2}}}{\tilde{P}_{N_{T_{2}, 2}}} \\
& =\frac{P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)} P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}}{1+\xi_{k}} \tag{45}
\end{align*}
$$

where

$$
\xi_{k}=P_{T_{1}}^{[k]} \lambda_{T_{1} R}^{[k],(1)}+P_{T_{2,1}}^{[k]} \lambda_{T_{2} R}^{[k],(1)}+P_{R}^{[k]} \lambda_{R T_{2}}^{[k],(2)}
$$

## D. EM Algorithm

In the presence of missing or hidden data, the EM algorithm can be used to iteratively compute the maximum likelihood (ML) estimate. In the EM algorithm, there are two steps involved: the E-step and the M-step. The power allocation optimization problems (14a)-(14d) can be formulated as

$$
\begin{equation*}
J\left(P_{T_{1}}^{[k]}, P_{T_{2}}^{[k]}, P_{R}^{[k]}\right)=\min _{P_{T_{1}}^{[k]}, P_{T_{2}}^{k]}, P_{R}^{[k]}} P_{\Sigma} \tag{46}
\end{equation*}
$$

subject to

$$
\begin{align*}
\bar{C}_{1} & \geq \bar{q}_{1}, \\
\bar{C}_{2} & \geq \bar{q}_{2}, \\
P_{T_{1}}^{[k]}, P_{T_{2}}^{[k]}, P_{R}^{[k]} & \geq 0,
\end{align*}
$$

For the objective function (46), using the EM algorithm, the power allocation problem can be formulated as E-Step:

$$
\begin{equation*}
P_{R}^{[k],(t+1)}=\underset{P_{R}^{[k]}}{\arg \min ^{[k]}} J\left(P_{T_{1}}^{[k],(t)}, P_{T_{2}}^{[k],(t)}, P_{R}^{[k]}\right) \tag{47}
\end{equation*}
$$

## M-Step:

$$
\begin{align*}
P_{T_{1}}^{[k],(t+1)} & =\underset{P_{T_{1}}^{[k]}}{\arg \min _{1}} J\left(P_{T_{1}}^{[k]}, P_{T_{2}}^{[k],(t)}, P_{R}^{[k],(t+1)}\right)  \tag{48}\\
P_{T_{2}}^{[k],(t+1)} & =\arg \min _{P_{T_{2}}^{[k]}}^{\arg } J\left(P_{T_{1}}^{[k],(t+1)}, P_{T_{2}}^{[k]}, P_{R}^{[k],(t+1)}\right) \tag{49}
\end{align*}
$$

By using the E-step and M-step above iteratively, we can obtain the solution for the objective function $J\left(P_{T_{1}}^{[k]}, P_{T_{2}}^{[k]}, P_{R}^{[k]}\right)$. In Table V, the EM algorithm is summarized.
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