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ABSTRACT

Traditional recciver algorithms developed for multiple-input
multiple-output (MIMO) wireless communication systems

arc based on the assumption that the channel] state infor-

mation (CSI) is perfectly known at the receiver. However,
in real environments the exact CSI is unavailable. In this
paper, we address the problem of robustness of multivser
space-time block coded MIMO systemns against imperfect
CSI and develop a simple linear receiver which guarantees
robustness against CSI crrors with a certain selected prob-
ability. The proposed receiver is formulated via a probabi-
lity-constrained optimization problem which is further re-
Taxed using Chebyshev inequality to a much simpler se-
cond-order cone programming (SOCP) problem. Simula-
tions demonstrate that the proposed receiver has a moder-
ate performance degradation as compared to the exact so-
lution to the original probability-constrained optimization
problem, while offering much simpler implementation.

1. INTRODUCTION

In uplink cellular communications with multiple antennas
“at basc stations (BSs) and mobile stations (users), spatial
diversity techniques can be employed to combat fading and
improve the system performance. Applications of space-
time block-coded MIMO wireless systems to multiuser sce-
narios gained recently a significant interest [1], [2].

Both linear and nonlinear receiver algorithms for mul-
tiuser MIMO systems have been recently proposed in the
literature [2]-[5]. Although linear techniques such as min-
imum mean square error (MMSE) or minimum variance
{MYV) receivers are suboptimal, they recently gained much
interest due to their low computational complexity. Unfor-
tunately, such receivers require perfect knowledge of the
channel state information (CSI) of at least the user of in-
terest. When the exact CSI is unavailable, the performance
of these linear receivers may degrade severely. Therefore,
linear receivers robust against imperfect CSI are of great de-
mand [5], [6]. In this paper, we design a linear receiver for
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multi-user space-time block coded MIMO systems that is
robust against CSI errors.

Recently, several authors have addressed the problem
of robust linear receiver design. For example, the diago-
nal loading (DL) based MV approach was used in [5] 1o
provide robustness against CSI and data covariance matrix
mismatches. However, the selection of the DL factor in [3)
is ad hoc. In [6], robust modifications of MV multiuser
receivers of (5] have been developed based on the idea of
worst-casc performance optimization which has been ear-
lier used in adaptive beamforming [7], (8] and multiuser de-
tection [9], [10]. Taking into account that the worst-case de-
sigh may be overly conservative, a probability constrained
optimization-based receiver was developed that guarantees
the robustness against CSI errors with a certain sclected
probability [ 11]. However, the computational cost of the ro-
bust receiver in [11] 18 quite high because it is based on the
nonlinear programming (NLP) approach. In this paper, we
derive a much simpler probability constrained optimization-
based linear receiver by relaxing the problem of [11] to the
second-order cone programming (SOCP) form.

2. MULTI-ACCESS MIMO LINEAR RECEIVERS

In this section, we review the point-to-point and multi-acc-
ess space-lime block-coded MIMO wireless system mode-
Is. The latter model is used to formulate our multi-access
MIMO linear receiver design problem.

2.1. Point-to-Point MIMO Model

The point-to-point MIMO model can be written as [12]

Y=XH+N )
where Y is the T x M complex matrix of the received dalta,
X is the T x N complex matrix of the transmitted data,
H is the N x M complex matrix of quasi-static Rayleigh
fat-fading channel whose coherence time is assumed to be
longer than T', IV is the T x M complex additive white



Gaussian noise (AWGN) at the receiver, N is the number
of transmit antennas, M is the number of receive antennas,
and 7" is the data block length.

If the user data sy, ..., si are encoded by some space-
time block code (STBC), then the matrix X has the follow-
ing structure

K
X = (CyRe{si} + Dilm{s;}) (2)

k=1

where Cy = X (ex), Dy = X{jer), 7 =+ —1, and ey is
the K x 1 vector having one in the kth position and zeros
elsewhere. lnserting (2) into (1) yields the following model
{51, [12],

Y =As+ N 3)

where

AS[C\H,... . CxH,DiH,... DyiH)|

and, for any complex mairix P, the “underline” operator is

defined as
B2 J

2.2. Multi-Access MIMO Model
In the uplink multi-access case, the model (3) can be ex-
tended as [5]

vec{Re{P})

vee(Im{P}) 4

P
Y = ZApSp‘FE
p=1 _ﬂ
= Mz+ N (5)
where
M & [Ay,..., Ap
z 257,877
AP é [a’p,la-'-':ap,ZK]
Ty i; = F.H,
pool Cu k=1L..K
T\ Dok, k=K+1,...,2K

I, is the channel matrix between the pth user and the BS;
and P is the number of users.

2.3. Multi-Access MIMO Linear Receivers

One of conceptually simplest receivers that can be used to
decode the user symbols from the data (5) is the standard
zero-forcing {ZF) receiver which estimates the vector z as

z=M'Y (6)
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where (-} denotes the matrix pseudo-inverse. Unfortunate-
ly, the performance of the ZF receiver may be far from
the optimal one, especially when the signal-to-noise ratio
(SNR) is not sufficiently high.

Let us develop a slightly different framework for the de-
sign of linear receivers. We now aim to decode only the
symbals of the user-of-interest (desired user) and assume
without any loss of generality that the first user is the de-
sired one. Then, the estimate of the symbol vector s, at the
output of a linear receiver can be written in the following
form [5]

>

wly N
where W = {wy, ..., wak] is the 2MT x 2K real matrix
of weight coefficients. Consequently, the kth symbol of the
user of interest can be estimated as

s1=

(511 = Bule + 3(81)kex = wi ¥ + jwl, kY.

The problem now is to find W that separates the signals
from different users. In the case when the exact CSI is avail-
able at the BS, the array processing-type model in {(5) opens
an avenue for cmploying techniques similar to that used in
adaptive beamforming and multiuser detection [5]. For ex-
ample, the MMSE receiver can be used. Its coefficient ma-
trix can be computed as

Wunse = [WMMSE,L; - - -, WMMSE 2K (8)
where wymses = R R = B{Y Y7} is the co-
variance mairix of the received vectorized (real) data; r =
E{Y - [s1]x} is the cross-correlation vector between [s1]x
and Y'; and E{-} is the statistical expectation.

An improved version of the MMSE receiver (8) was
developed in [5], where the MV approach was used to re-
ject multi-access interference {which is caused by the other
users than the user of interest) and, at the same time, to com-
pletely eliminate self-interference (which is caused by the
othér entries of sy than the entry of interest) by means of
additional zcrorfo_rcing constraints. The latter approach is
motivated by the fact that zero-forcing of self-interference
is a very desirable feature of a linear receiver because, other-
wise, the symbol-by-symbol detector becomes non-optimal
[5]. The MV receiver of {5] has been shown in that paper to
perform better than the conventional MMSE/MV receiver
that treats multi-access interference and self-interference in
the same way.

Although the MMSE receiver in (8) does not explicitly
require any CSI knowledge, it requires the knowledge of
second-order statistics (SOSs) of signals, which may not be
available at the BS and, therefore, must be estimated using
sample data. As a result, the performance of this receiver
highly depends on the accuracy of the estimates of B and r.
In order to obtain accurate estimates of the required SOSs, a



large number of data blocks is required. Therefore, the per-
formance of the MMSE receiver using the sample data may
degrade substantially due to inaccurate estimates of SOSs.

More accurate estimates of the required SOSs can be
obtained if the knowledge of user channel matrices, transmit
powers of all users, and the noise power are available at the
BS. Then, the estimates of R and r can be obtained not
through the received data, but directly, by means of using
known values of above-mentioned parameters.

The ZF and MMSE receivers and the modifications of
the MV receiver developed in (5] arc quite sensitive to the
CSI errors. Motivated by this fact, the authors of [6] de-
veloped robust modifications of the MV receiver using the
worst-case performance optimization approach. However,
in practical cases worst-case designs can be overly conser-
vative. Therefore, we develop in the next section a new
less conservative robust linear receiver based on the idea of
probability-constrained optimization.

3. PROPOSED ROBUST LINEAR RECEIVER.

Let us consider the error matrix E, = H, — H,, between
the true channel matrix H, of the pth user and iis estimated

value ﬁp. Using the notations of model (3), we can write

9

where &, ; denotes the estimated value of a, , and e, 4 is
the random mismatch vector between @y o and &, ,. Note
that the last equality in (9) foliows from the linearity of the
“underling” operator (4).

The MV hnear recetver design problem is to estimate
each entry of s; by minimizing thc noise and total inter-
ference power while maintaining the distortionless response
for this entry of s;. In order to provide the rebustness again-
st ‘CST errors, it is useful to take into account the mismatch
veclor ey q in (9), i.e., to consider @y 4 e, 4 instead of @y 4
{7]. In [ 111, it has been proposed to suppress the total inter-
ference power and to maintain the distortionless response
for the Ath entry of 5, with a certain (high) probability. It
is important to stress that this approach is less conserva-
tive that the well-known worst-case robust design approach
[6], [7] (which may be overly conservative in some cases).
Using such an idea of robust design with probability con-
straints, the receiver cocflicient vector wy, for the kth entry
of 8, can be found as the solution to the following optimiza-
tion problem [11]:

€pg = Qpq — Gpq=FH, - FH,=F,E,

mh} 8l st. Plwl{ayr+er) 21}>q
W,

P{lwl (a1, +e1 )| < i} >
P““’I(ﬁ'p# + el Sdpgt =y (10)
I=1,. 2K 14k

p=2,-,P; g=1,--- 2K
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where § = [(51’1, B S S U S N 5P,2KJT is the
(2PK — 1) x 1 vector whose values limit the contribu-
tion of multi-access interference and self-interference, v is
a certain probability value which is selected according to
the quality of service (QoS) requirements, || - || denotes for
Frobenius {Enclidian) norm of a matrix (vector), and P{-}
stands for the the probability operator whose analytic form
is assumed to be known.

In (10), we minimize the total interference power with
a certain probability v while keeping the probability of the
distortionless response to the desired entry of $; larger than
7 (see the first constraint of (10)). The second and third
constraints of (10) correspond to the self-interference and
multi-access interference cancellation, respectively. In (10),
we do not consider explicitly noise components because
for multi-access scenarios the interference suppression is
usually much more important than the noise suppression.
Moreover, the effect of noise is implicitly taken into account
by introducing CSI errors.

The probability bound ~ should be selected from the in-
terval (0, 1).

The problem (10) belongs to the class of probability-
constrained optimization problems [13), [14]. The noalin-
car programming (NLP) approach has been used in [11] to
solve (10). Although the NLP approach is able to solve this
problem exactly under the assumption that the CSI errors
are Gaussian, the complexity of such soiution is quite high
[11]. Below, we propose a much simpler approach by means
of converting the original problem into a SOCP problem us-
ing a relaxation of {10) based on Chebyshev inequality.

Assuming that [E,]n m ~CN{0,52), we can show that

[ .

0.‘2
€p,g~N (OQMT, ?G(I om ® GQGE))

p— N :
(G +ep )N (w0 T Fass @ Gl ) 1)

Cy, g=1,.... K He-
In{D,_x}, ¢g=K+1,...,2K ~
re, CN(+, -} and (-, -} stand for the complex and real Gaus-
sian distributions, respectively, and ® denotes the Kronec-
ker product. Therefore, w] (@pq + €pq) (p = 1,-+ , P;
¢ =1,---,2K) are also Gaussian.

We will use the following theorem which was proven in
[H1].

Theorem: If [Ey]y, o is Gaussian and v € {0.5,1) then
the optimization problem (10) is convex.

If v € (0.5,1), then using Theorem and (1), we can
find that the first constraint of the problem (i0) is mathemat-
ically equivalent to the following second order-cone (SOC)
constraint

where G, 2

’UJE&]_,J‘: -1

Oell(Taps © GP || < 28—
[(T2a © Gy Jwi| Py —

(12)



where erf ' () denotes the inverse error function.

However, the second and third constraints of the prob-
lem (10) can not be equivalently converted into SOC con-
strains. To enable such a conversion, we will use Chebyshev
inequality which states that for any real random variable £
and any positive real number a,

P{|¢] = a} < E{¢*}/a?.

Next, we show that using (13), the problem (10} can be re-
laxed to a SOCP problem. Since the second and third con-
straints in (10) share the same structure, we further discuss
the second constraint only. Under the assumption that e
has Gaussian distribution, we have

(13)

E{lwf (@ + €10} = wi" Q) ywi (14)
where Q ; = £ a4, [al (+ (IQM ®G1GT) Applying (13)
and (14)_t0 the second constramt of (10), we have

wiQ, wy < (1—9)87, . (15)

Finally, the constraint (15) can be converted into a SOC con-
straint in the following way. Let

Qp =UiALUT, (16)

be the eigenvalue decomposition of matrix @ ;, where Uy
and A, ; are the eigenvector and eigenvalue matrices, re-
spectively. Using {16) and introducing Tl,: = U, ;AI/Q
the constraint (15) can be wrilten as

1T il < V(1 —)61s

Using the objective function of (10) along with inequalities
(12) and (17), and converting the third constraint of (10)
into the SOC form, the optimization problem (10) can be
relaxed to the following SOCP problem

(17)

w{ﬁlgk —1

31:% 18] st cell(Tzn ® G )wi]| < m

lTl I'lUkl \I 1_ 511

KTy ol < VIT= Vb0 (18)
1=1,---,2K, l#k

p=2--,P g=1,.. 2K

This problem can be efficiently solved using standard in-
terior-point algorithms [15], [16]. For example, using the
primal-dual potential reduction method the SOCP problem
(18) can be solved with the complexity order of O(M3T%)
[16]. This is significantly lower than the overall complexity
of solving the NLP problem of [11]. It should be stressed
here that the NLP problem of [11] can be solved using se-
quential programming (SQP) technique that is an iterative
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approach in which each search direction is the solution of
a particular quadratic programming (QP) subproblem, The
computational complexity of solving each particular QP su-
bproblem using the primal-dual potential reduction method
is O(M*5T453) [16]. Therefore, the proposed relaxed ap-
proach essentially simplifies the implementation of the ro-
bust linear receiver as compared to the approach of [11].

4, SIMULATIONS

In simulations, we assume an uplink cellular communica-
tion scenario with multiple users and N = 2 antennas per
user. The Alamouti code [17] with the QPSK modulation
is used. The MIMO channel between the pth user and BS
is assumed to be quasi-static Rayleigh flat fading with the
channel matrix whose elements are drawn from the com-
plex Gaussian distribution as [H ], m ~ CN(0,1). The
channel mismatch E, is assumed to be independent of H,
with the distribution [E )], ,», ~ CAN(0,02) so that the CSI
mismatch level for the channel B, is characterized by the
parameter ¢.. Throughout the simulations, we assume that
e = 1/3. while the interference-to-noise-ratio (INR) is
equal to 5 dB.

The following receivers are compared in terms of the
symbol error rate (SER): ZF receiver (6), MMSE receiver
(8), NLP receiver of {11], and the proposed relaxed robust
receiver. All the receivers are computed directly using the
mismatched channel state information available. The proba-
bility -y for the NLP method of [11] and the proposed method
is set to be equal to 0.95. All results are averaged over 300
simulation runs.

In our first example, we model! the scenario with P =
2 users and M = 2 receive antennas at the BS. Figure 1
compares the SERs of the recetvers tested versus the SNR.

In our second example, the scenario with P = 4 users
and M = 4 receive antennas at the BS is considered. Fig-
ure 2 displays the SERs of the receivers tested versus the
SNR.

Both figures clearly demonstrate that {he proposed ro-
bust receiver consistently enjoys better performance com-
pared to the ZF and MMSE receivers. There is only a mod-
erate performance degradation of the proposed receiver as
compared to the NLP receiver of [11] which can be viewed
as a price for a substantially reduced computational cost of
our technique,

5. CONCLUSIONS

The problem of robustness of multiuser space-time block
coded MIMO systems against imperfect CSI has been ad-
dressed. A new simple linear receiver has been proposed
which guarantees the robustness against CSI errors with a
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ceriain selected probability. Our recciver is formulated us-

ing a probability-constrained optimization problem which

is further relaxed to a SOCP probiem whose computational
. complexity is much lower than that of the original problem.
Simulations have shown that the proposed receiver has only
a moderate performance degradation as compared to the ro-
bust NLP receiver.
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