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Abstract—Audio watermarking is a promising technology
for copyright protection of audio data. Built upon the concept
of spread spectrum (SS), many SS-based audio watermarking
methods have been developed, where a pseudonoise (PN) sequence
is usually used to introduce security. A major drawback of the
existing SS-based audio watermarking methods is their low
embedding capacity. In this paper, we propose a new SS-based
audio watermarking method which possesses much higher em-
bedding capacity while ensuring satisfactory imperceptibility and
robustness. The high embedding capacity is achieved through a
set of mechanisms: embedding multiple watermark bits in one
audio segment, reducing host signal interference on watermark
extraction, and adaptively adjusting PN sequence amplitude in
watermark embedding based on the property of audio segments.
The effectiveness of the proposed audio watermarking method is
demonstrated by simulation examples.
Index Terms—Audio watermarking, copyright protection, em-

bedding capacity, PN sequence, spread spectrum.

I. INTRODUCTION

R ECENT advances in communication and multimedia
technologies have made the reproduction, manipulation

and distribution of digital multimedia data much easier than
ever before. While these technologies have brought great bene-
fits to our society and individuals, multimedia piracy is a serious
problem and the financial loss caused by illegal multimedia
data downloading and sharing is enormous. For example, in
the global context, 95% of music downloads are illegal [1],
which is worth many billions of dollars [2]. Therefore, there
is a strong demand for preventing illegal use of copyrighted
multimedia data. In this paper, we limit our attention to audio
data such as music and speech.
In an open network environment, audio watermarking is a

promising technology to tackle piracy for audio data. Techni-
cally speaking, audio watermarking aims to hide watermark
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data (such as publisher information, user identity, file trans-
action/downloading records, etc.) into the actual audio signal
without affecting its normal usage. When necessary, the owner
or law enforcement agencies can extract the watermark data,
by using a secret key, to trace the source of illegal distribution.
An effective and practical audio watermarking scheme should
exhibit some important characteristics such as imperceptibility,
robustness, security and high embedding capacity. Moreover,
blind methods which extract watermarks without knowing
the host audio signal are highly desirable as semi-blind and
non-blind methods are not applicable to most practical appli-
cations [3]. So far, many audio watermarking methods have
been developed, based on various schemes such as spread
spectrum (SS) [4]–[8], echo-hiding [9]–[14], patchwork [3],
[15]–[17], and others [18]–[22]. Among these audio water-
marking methods, the SS-based audio watermarking methods
have attracted much attention due to their simple watermark
embedding and extraction structures and superior performance
in terms of imperceptibility, security, and robustness against
conventional attacks [6]. Besides, most of the SS-based audio
watermarking methods are blind methods.
The concept of SS-based audio watermarking can be found

in [4]. As shown in [4], a watermark bit is embedded into a host
audio segment by using a spreading sequence. At the decoder,
the embedded watermarks are extracted by correlating the wa-
termarked signal with the spreading sequence. The watermark
extraction mechanism used in [4] results in host signal interfer-
ence. Large host signal interference could significantly degrade
the accuracy of watermark extraction, and thus reduce the ro-
bustness of the audio watermarking method. To deal with this
issue, two techniques are proposed in [5] and [6] to reduce host
signal interference. Based on these two techniques, another two
modified SS-based audio watermarking methods have been de-
veloped and reported in [7] and [8], respectively.
Since the SS-based watermarking methods exploit the

second-order statistical property of the watermarked audio
signal to extract watermarks, they usually require relatively
long audio segments to achieve high watermark extraction
accuracy or robustness. This inevitably leads to low embedding
capacity. Although embedding capacity can be increased by
using a spreading sequence with a larger amplitude and/or
reducing the length of the audio segments, these measures will
lower perceptual quality and/or robustness.
In this paper, a new SS-based audio watermarking method

is proposed to increase the embedding capacity while main-
taining high imperceptibility and robustness. In the embedding
process of the proposed method, the discrete cosine transform
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(DCT) is first applied to the host audio signal to obtain the corre-
sponding DCT coefficients. Then, those DCT coefficients vul-
nerable to filtering (e.g. low-pass and high-pass filtering) and
compression attacks (e.g. MP3 and AAC) are discarded and the
remaining DCT coefficients are selected for watermark embed-
ding. Prior to embedding watermarks, these selected DCT coef-
ficients are segmented, followed by further dividing each audio
segment into a pair of fragments. On the other hand, a number
of near-orthogonal pseudonoise (PN) sequences are formed by
rotationally shifting a randomly generated seed PN sequence
which is temporally white. Each of the PN sequences repre-
sents a group of watermark bits. These PN sequences not only
act as the spreading sequences but also secret keys to intro-
duce security into the proposed method. After that, one can
embed a group of watermark bits into an audio segment by in-
serting the corresponding PN sequence into the designated pair
of fragments in a multiplicative manner. While inserting the PN
sequence, the amplitude of the PN sequence is adjusted by a
scaling factor to maximize perceptual quality while ensure high
robustness. The scaling factor is adaptively determined by an
analysis-by-synthesis mechanism by exploiting the property of
the audio segment. In the watermark extraction process, based
on the near-orthogonality of the PN sequences, the correlations
between the watermarked audio segments and the PN sequences
are exploited to extract the embedded watermark bits. More-
over, the watermark extractionmechanism utilizes the similarity
between the pair of fragments in an audio segment to reduce the
host signal interference.
The proposed SS-based audio watermarking method has

much higher embedding capacity than the other SS-based
methods. It also has high imperceptibility and robustness
against common attacks. Its superior performance results from
the usage of a set of new techniques to embed multiple water-
marks in one audio segment, to reduce host signal interference
on watermark extraction, and to adaptively control the ampli-
tude of the PN sequences in watermark embedding. Simulation
results show the validity of our method. The remainder of the
paper is organized as follows. The representative SS-based
methods are reviewed and discussed in Section II. The pro-
posed SS-based audio watermarking method is presented in
Section III. The simulation results are shown in Section IV and
Section V concludes the paper.

II. REVIEW OF EXISTING SS-BASED AUDIO
WATERMARKING METHODS

Assume that is a segment of the host audio signal in a given
domain, is the corresponding watermarked audio segment and
is a PN sequence. Here, , and are row vectors of equal

length, the elements of take values from , and is
independent of . Given a watermark bit , the
conventional SS-based watermarking method in [4] embeds
into the host audio segment by

(1)

where is a positive constant which controls the perceptual
quality of the watermarked audio signal. At the watermark ex-

traction stage, the embedded watermark bit is extracted from
by using as a secret key. To proceed, we define

(2)

where the superscript stands for transpose operation. By sub-
stituting (1) into (2), it yields

(3)

where

(4)

Then, the extracted watermark bit, denoted as , is given by

(5)

where is the sign function which gives and 0 if
its argument is positive, negative and zero, respectively. Obvi-
ously, this audio watermarking method is a blind method as it
does not require information of the host audio signal in the wa-
termark extraction process.
In the context of watermark extraction, the term acts as

an interference from the host audio signal, which is called
host signal interference. From (3) and (5), one can see that
if is sufficiently small and/or the constant is large, then

, i.e., perfect watermark extraction can
be achieved. Otherwise, extraction error could occur. How-
ever, the value of must be small to ensure high perceptual
quality. On the other hand, from the expression of in (4), a
small is possible if the length of the audio segment is large,
which leads to low embedding capacity. Consequently, the
audio watermarking method in [4] cannot increase embedding
capacity without significantly compromising imperceptibility
and robustness.
Various efforts have beenmade to reduce the host signal inter-

ference effect via modifying the watermark embedding function
in (1), while still using (5) for watermark extraction [5]–[8]. In
[5], Malvar and Florencio proposed to use the following water-
mark embedding function:

(6)

where is a positive constant no greater than 1. Based on the
watermark embedding function in (6), it follows from (2) and
(4) that

(7)

Clearly, in contrast with (3), the host signal interference to the
value in (7) can be controlled by the parameter . By increasing
towards 1, the impact of the host signal interference on water-

mark extraction can be reduced, which yields better robustness.
However, as one can see from (6), a larger results in lower per-
ceptual quality. To simultaneously obtain high imperceptibility
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Fig. 1. Block diagram of the proposed watermark embedding scheme.

and robustness, the audio segment length must be large enough
such that is sufficiently small.
A different approach is proposed in [6] for watermark em-

bedding:

(8)

where and . It results from (2), (4) and
(8) that

(9)

From (9), it is clear that using large and and properly
selected will reduce the host signal interference and thus im-
prove robustness. However, similar to the method in [5], a suf-
ficiently long audio segment must be used to ensure high per-
ceptual quality and robustness at the same time.
Other watermark embedding functions have also been used

in the SS-based audio watermarking methods such as those re-
cently developed in [7] and [8]. However, these methods still
have the same problem, that is, how to achieve high embed-
ding capacity while ensuring satisfactory imperceptibility and
robustness. Next, we will propose a new SS-based audio water-
marking method to tackle this problem.

III. PROPOSED SS-BASED AUDIO WATERMARKING METHOD

In this section, the watermark embedding and extraction pro-
cesses of the new method will be presented in detail. The selec-
tion of the key watermarking parameter, , will be discussed.
The proposed watermarking algorithm will be summarized at
the end of the section.

A. Watermark Embedding Process
The watermark embedding process is composed of three

major parts: generation of near-orthogonal PN sequences, DCT
operation and segmentation, and embedding of watermark bits.
Fig. 1 shows the block diagram of the proposed watermark
embedding scheme.

1) Generation of Near-orthogonal PN Sequences: In tra-
ditional SS-based watermarking methods [4]–[8], one PN
sequence is used to embed one watermark bit, either “ ” or
“ ”, into one audio segment. In order to increase embedding
capacity without sacrificing perceptual quality, we propose to
use one PN sequence to embed multiple watermark bits into
one audio segment. Assume that the number of watermark
bits to be inserted into one audio segment is . Obviously,
binary watermark bits can yield up to different watermark
sequences. To represent each watermark sequence of length
by a different PN sequence, the number of PN sequences re-
quired is . For example, in the case of two watermark
bits, the corresponding watermark sequences of length two are

, , and . So, four PN
sequences are needed.
Now, we show how to generate the PN sequences. Let

(10)

be a temporally white PN sequence of length , where
and . Based on , the other
PN sequences are generated by shifting the elements of in a
circular manner as follows:

...
(11)

Since is temporally white, the PN sequences
are near-orthogonal. That is, if is

sufficiently large, the vector , where “ ” stands
for the Hadamard product (i.e., the element-wise product), has
almost half of its elements taking value “ ” and the other
elements taking value “ ”.
As will be shown in the watermark extraction process, the

above near-orthogonality property of the PN sequences is es-
sential to correctly extracting the watermark bits from the wa-
termarked audio signal. In addition, since the PN sequences

are generated from the PN sequence , one
only needs to pass , instead of all PN sequences, to the
watermark extraction end. This greatly simplifies the proposed
method.
2) DCT Operation and Segmentation: Let be the

host audio signal, which contains samples. Similar to the
SS-based audio watermarking methods in [4] and [8], we apply
DCT to . The DCT coefficients corresponding to ,
denoted by , can be computed as follows [23]:

(12)

where , and

(13)

It is known that very low and high frequency components are
vulnerable to attacks such as filtering and compression. So, only
the DCT coefficients corresponding to a certain frequency range
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Fig. 2. Block diagram of the proposed watermark extraction scheme.

should be used to embed watermarks, where and
can be determined experimentally. Without loss of generality,
assume that there are such DCT coefficients. Then, these DCT
coefficients are selected from .
To facilitate watermark embedding, we divide the selected

DCT coefficients into segments of length , and denote
the th segment as

(14)

where . Then, we further divide into a
pair of fragments and as follows:

(15)
(16)

where the length of the fragments and is .
3) Embedding of Watermark Bits: Assume that the water-

mark bits to be embedded into the th segment are rep-
resented by the PN sequence . Thus, we perform watermark
embedding by inserting the PN sequence into and
using the following embedding rule:

(17)
(18)

where and are the watermarked fragments, is a
length- row vector whose elements are all one, and is a
constant satisfying .
Define

(19)

and

(20)

Once and are obtained from (17) and (18), the water-
marked segment , which is the watermarked counterpart
of , can be formed by

(21)

After obtaining all watermarked segments
, the watermarked signal is constructed by

applying inverse discrete cosine transform.

Remark 1: The watermarking parameter in (17) and (18)
is utilized to control the amplitude of in watermark embed-
ding with the purpose of maximizing perceptual quality while
maintaining high robustness. The value of needs to be prop-
erly selected, which will be discussed in the Section III-C.

B. Watermark Extraction Process
This process aims to extract the embedded watermark bits

from the received audio signal , with the help of the avail-
able PN sequence . Here, is the post-attack counterpart
of the watermarked audio signal . In the absence of attacks,

.
1) Extraction of Watermark Bits from : Fig. 2 shows the

block diagram of the proposed watermark extraction scheme.
Firstly, from the PN sequence , the other PN se-
quences are regenerated using (11). Then, we
apply DCT to the received audio signal to obtain the cor-
responding DCT coefficients . The DCT coefficients cor-
responding to the frequency region are selected and par-
titioned into length- segments .
Afterwards, these segments are further partitioned into pairs
of length- fragments and , . Clearly,
if the received audio signal has not undergone any attacks, i.e.,

, then it holds from (17) and (18) that

(22)
and

(23)

Note that since and the elements of take values
from , it is obvious that the elements of and

are positive.
Define

(24)

where denotes the element-wise absolute value. From
(22)–(24), it results in

(25)

Recall that each PN sequence represents one and only one wa-
termark sequence containing a unique set of watermark bits. So,
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the embeddedwatermark bits in the th segment can be extracted
through finding the corresponding PN sequence from .
This can be achieved by finding the PN sequence , where
the index is given by

(26)

Here, the function returns the value with which
yields maximum.

2) Discussion about the Rationale of (26): From (25), it holds
that

(27)

where . In the above equation, the first
term on the right-hand side acts as the host audio signal in-
terference which has negative impact on watermark extraction.
Hence, the smaller this term, the better the robustness. Obvi-
ously, the absolute value of each element in the vector

is generally smaller than, at most equal to, the value of
the corresponding element in either or . As a re-
sult, is often much smaller than or

. The significant reduction of host audio signal interfer-
ence is due to the properly designed watermark embedding rule.
Considering the values that can take, it follows from (27)

that

(28)

where , and

(29)

with being the length- row vector with all-one elements.
Since the PN sequences are independent of

and , thus and
are statistically comparable. That is, the first term on the
right-hand side of (28) is comparable to the corresponding
term in (29). On the other hand, it is clear that all elements
of the vector are positive and the vector

has almost equal number of elements
taking values “ “ and “ “, respectively. Consequently, the
value of which is the second term on the
right-hand side of (29) is usually much greater than that of

which is the corresponding term in
(28). Therefore, is likely to be greater than for
not equal to . In other words, reaches maximum at
. This verifies the validity of (26).

TABLE I
AN APPROACH TO SELECTING VALUE

C. Selection of Parameter
The selection of the parameter in (17) and (18) is vital

as it affects both perceptual quality and robustness. On one
hand, the value of should not be too small in order to achieve
satisfactory robustness. For the watermarks to be detectable,

should be greater than . From (28) and (29), it
follows

(30)

which leads to

(31)

On the other hand, a smaller value yields higher perceptual
quality. Hence, we set a range for , where
satisfies (31). Next, we present an analysis-by-synthesis ap-
proach to selecting a suitable within the range ,
which has the smallest value but ensures correct watermark
extraction.
Let , and are three constants satisfying

, and . Given , , , and
constructed by

(32)

the suitable value can be determined by using the selection
approach shown in Table I. It can be seen from Table I that the
value of is dependent on and , as well as and

. That is, the selection method jointly exploits the proper-
ties of the host audio signal and the PN sequences. It should
be noted that in the absence of attacks, successful watermark
extraction can be attained by ensuring . However, in
order to enhance robustness, we choose in such a way that re-
sults in (see Step 4 in Table I). The parameter
is introduced to create an error buffer, which is set to be
with the lower limit of . If the negative impact of attacks on
watermark extraction is within this error buffer, correct water-
mark extraction can be guaranteed. On the other hand, when the
value of needs to be increased, serves as the step size
of the increment. The values of , and can be chosen
experimentally.
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In summary, the proposed SS-based audio watermarking al-
gorithm is formulated as follows.
Watermark embedding

Step 1: Randomly generate the temporally white PN se-
quence and then construct by
(11).

Step 2: Apply DCT to by (12) and (13), select
those DCT coefficients corresponding to the fre-
quency range , and segment them to obtain

.
Step 3: Given the th DCT segment, construct the fragments

and by (15) and (16), respectively.
Step 4: Use the approach shown in Table I to select value.
Step 5: Insert the PN sequence into and by (17)

and (18).
Step 6: Form the watermarked DCT segment by (21).
Step 7: After obtaining all , con-

struct the watermarked signal by applying in-
verse DCT.

Watermark extraction
Step 1: Construct the PN sequences from

by (11).
Step 2: Similar to Steps 2 and 3 in the watermark embedding

part, construct and from the received audio
signal , where .

Step 3: Compute by (24) and then find the index
by (26). Thus, the embedded PN sequence is
extracted.

Step 4: From the one-to-one mapping relationship between
the PN sequences and the watermark sequences, the
embedded watermark bits can be recovered.

Remark 2: In the proposed audio watermarking method, the
embedding capacity is increased mainly due to three reasons:
i) Multiple watermark bits are embedded into an audio segment
using one PN sequence, while traditional SS-based methods
only embed one watermark bit into an audio segment. ii) The
host signal interference encountered at the watermark extrac-
tion end is eased significantly thanks to the properly designed
embedding rule. iii) While ensuring satisfactory robustness, the
value chosen in our method is the smallest, which leads to pos-

sibly the highest imperceptibility. This provides an opportunity
for further increasing embedding capacity by slightly compro-
mising perceptual quality (but still maintain perceptual quality
at a high level).

IV. SIMULATION RESULTS
In this section, simulation examples are provided to illustrate

the performance of the proposed SS-based audio watermarking
method and compare it with three latest SS-based methods in
[6]–[8]. In the simulations, we use 40 randomly selected audio
clips belonging to four different genres as host audio signals,
as detailed in Table II. All these audio clips have the duration
of 10 seconds. They are sampled at the rate of 44.1 kHz and
quantized with 16 bits. All of the obtained samples are used in
the DCT operation.
A practically applicable watermarking method should be ro-

bust to conventional attacks while maintaining high impercep-
tibility. Same as [3] and [24], the perceptual evaluation of audio

TABLE II
HOST AUDIO SIGNALS USED IN SIMULATIONS

quality (PEAQ) algorithm [25] is used to evaluate the perceptual
quality of the proposed methods. The PEAQ algorithm com-
pares the quality of the host audio signal with its watermarked
counterpart and returns a parameter called objective difference
grade (ODG) ranging between and 0. The perceptual quality
improves with the increase of the ODG value. Also, we employ
the detection rate (DR) as a measure to assess the robustness of
our method, which is defined as

Number of watermarks correctly extracted
Number of watermarks embedded

The following common attacks are used in the evaluation of
robustness:
• Closed-loop attack: The watermarks are extracted from the
watermarked signals without any attacks.

• Re-quantization attack: Each sample of the watermarked
signals is re-quantized from 16 bits to 8 bits.

• Noise attack: Random noise is added to the watermarked
signals, where the ratio of the watermarked signal to noise
is 20 dB.

• Amplitude attack: The amplitudes of the watermarked sig-
nals are enlarged by 1.2 times and 1.8 times.

• MP3 attack: MPEG 1 Layer III compression is performed
on the watermarked signals, where the compression bit
rates are 128 kbps and 96 kbps.

• AAC attack: MPEG 4 advanced audio coding based com-
pression is performed on the watermarked signals, where
the compression bit rates are 128 kbps and 96 kbps.

• High-pass filtering (HPF): High-pass filters with 50 Hz
and 100 Hz cut-off frequencies are applied to the water-
marked signals.

• Low-pass filtering (LPF): Low-pass filters with 12 kHz and
8 kHz cut-off frequencies are applied to the watermarked
signals.

Firstly, we compare the robustness of the proposed method
with those in [6] and [8] at the same embedding rate of 84 bps
and under the same perceptual quality with .
This ODG value guarantees that the watermarked signals
produced by these watermarking methods are of high percep-
tual quality. For our method, the simulation parameters are:

, , Hz, kHz, ,
, , and . Since

, it means that 64 PN sequences
will be used to perform watermark embedding and extraction.
We first randomly generate the temporally white PN sequence

and then form the other PN sequences
by shifting the elements of in a circular manner. Since

can be obtained from , one only needs to
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TABLE III
DETECTION RATES OF THE PROPOSED METHOD AND THE METHODS IN [6] AND [8], WHERE ODG

AND EMBEDDING RATE bps FOR ALL THREE METHODS

pass to the watermark extraction end, which is similar to
the methods in [6]–[8].
Table III shows the DRs of these methods under conven-

tional attacks. From Table III, it can be seen that the proposed
method achieves 100% detection rate under closed-loop attack,
re-quantization attack, amplitude attack, MP3 and AAC attacks
with 128 kbps compression bit rate, and filtering attacks. It
also achieves high detection rates under other attacks. Overall,
our method outperforms the methods in [6] and [8] by large
margins under all attacks considered. Note that the method in
[7] implements a psychoacoustics masking module in MPEG-I
Layer I and thus it uses block-wise sample processing. Due to

this reason, the segment length can only be changed to certain
values. Consequently, its embedding rate cannot be adjusted to
a value near 84 bps and thus this method is not compared in
this simulation.
Secondly, we compare the proposed method with the method

in [7]. In the simulation, we keep the embedding rate of our
method at 84 bps while the embedding rate of the one in [7] is
at 57 bps. Table IV shows the DRs of both methods under con-
ventional attacks.We can see that although the proposedmethod
uses an embedding rate which is about 47% greater than the em-
bedding rate utilized by themethod in [7], ourmethod still yields
higher DRs than the latter does under all considered attacks. The
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TABLE IV
DETECTION RATES OF THE PROPOSED METHOD AND THE METHOD
IN [7], WHERE FOR BOTH METHODS, EMBEDDING
RATE bps FOR THE PROPOSED METHOD, AND EMBEDDING

RATE bps FOR THE METHOD IN [7]

performance margins are particularly large under re-quantiza-
tion, noise, MP3, AAC, and LPF attacks.
In the third simulation, we evaluate the DRs of the proposed

method and the methods in [6] and [8] versus different em-
bedding rates, in the scenario of closed-loop attack. For each
method, at a given embedding rate, the DR values obtained from
different types of audio clips are averaged. Fig. 3 shows the sim-
ulation results. As expected, DRs decrease with the rise of em-
bedding rates for all three methods. However, compared with
the methods in [6] and [8], our method has a much smaller DR

Fig. 3. DRs versus embedding rates under closed-loop attack, where
for all three methods.

Fig. 4. ODGs versus embedding rates, where 100% DR under closed-loop at-
tack is considered for all three methods.

descent rate. Moreover, the DR of the proposed method is much
higher than those of the other two methods at all embedding
rates.
Furthermore, we compare the ODG values of the proposed

method and the methods in [6] and [8] under different embed-
ding rates. In this simulation, the parameters of these water-
marking methods are adjusted such that they can achieve 100%
DR under closed-loop attack. As shown in Fig. 4, the ODG
values of all methods decrease when increasing embedding rate,
which is expected. Nevertheless, under all considered embed-
ding rates, the proposed method has much better perceptual
quality than the methods in [6] and [8].

V. CONCLUSION
In this paper, we propose a novel SS-based watermarking

method for audio signals. Unlike the existing SS-based audio
watermarking methods, the proposed method can embed mul-
tiple watermark bits into one audio segment, which increases
embedding capacity dramatically. The watermark embedding is
implemented by inserting a corresponding PN sequence into a
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pair of fragments in the segment, which have similar property.
This embedding scheme can significantly reduce the host signal
interference occurred in the process of watermark extraction
and thus enhances robustness. Moreover, our method can adap-
tively control the amplitude of PN sequences, which improves
perceptual quality. So, the proposed method exhibits superior
performance in terms of high imperceptibility, robustness and
embedding capacity. Compared with the latest SS-based audio
watermarking methods, the proposed method can achieve much
higher embedding capacity, while ensuring high level of imper-
ceptibility and robustness. Its effectiveness is demonstrated by
simulation results.
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