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Abstract— Impulsive noise occurs frequently in underwater
acoustic (UA) channels and can significantly degrade the
performance of UA orthogonal frequency-division multiplex-
ing (OFDM) systems. In this paper, we propose two novel
compressed sensing based algorithms for joint channel estimation
and impulsive noise mitigation in UA OFDM systems. The first
algorithm jointly estimates the channel impulse response and
the impulsive noise by utilizing pilot subcarriers. The estimated
impulsive noise is then converted to the time domain and removed
from the received signals. We show that this algorithm reduces
the system bit-error-rate through improved channel estimation
and impulsive noise mitigation. In the second proposed algorithm,
a joint estimation of the channel impulse response and the
impulsive noise is performed by exploiting the initially detected
data. Then, the estimated impulsive noise is removed from the
received signals. The proposed algorithms are evaluated and com-
pared with existing methods through numerical simulations and
on real data collected during a UA communication experiment
conducted in the estuary of the Swan River, WA, Australia, during
December 2015. The results show that the proposed approaches
consistently improve the accuracy of channel estimation and
the performance of impulsive noise mitigation in UA OFDM
communication systems.

Index Terms— Underwater acoustic communication, OFDM,
impulsive noise, compressed sensing.

I. INTRODUCTION

THE underwater acoustic (UA) channel, especially the
shallow water UA channel, is one of the most challenging

channels for wireless communication, due to its extremely lim-
ited bandwidth, severe fading, strong multipath interference,
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and significant Doppler shifts [1]. The UA channel introduces
dispersion to signals in both time and frequency domains. The
time-domain dispersion due to large delay spread results in
severe inter-symbol interference (ISI). The frequency-domain
dispersion caused by the drift of the transmitter and receiver
and the motion of the sea surface leads to a rapidly time-
varying channel [1], [2]. In the past decades, significant
advances have been made in high data rate UA communica-
tions [3]–[7]. Among them, UA orthogonal frequency-division
multiplexing (OFDM) systems have attracted much research
interest, due to their strong capability in mitigating ISI with a
large delay spread [8]–[12].

In addition to the above challenges, UA communication is
also impacted by impulsive noise introduced by natural sources
and human activities [13]–[16]. Natural sources of impulsive
noise include bio-acoustic sounds such as snapping shrimp and
dolphins, water agitation (e.g. breaking waves and rainfall near
the sea surface), and crustal movement such as earthquakes at
the sea bed. Impulsive noise from human activities is usually
generated by shipping, oil and gas exploration and production,
and sonar related applications. Impulsive noise affects both
the low (10 Hz to 500 Hz) and medium (500 Hz to 25 kHz)
frequency bands used for UA communication. It is reported
in [13] that impulsive noise can significantly degrade the
performance of UA OFDM systems.

Impulsive noise mitigation for OFDM systems has been
studied in power line communications [17]–[21]. Recently,
this topic received increasing attention in UA communica-
tions [13], [22]–[24]. In general, there are two classes of
impulsive noise suppression algorithms. Firstly, compared
with the background noise, impulsive noise usually arrives
randomly with a short duration and consists of very high power
impulses. One can adopt nonlinear operations such as clipping
and blanking [25], [26] to suppress the impulsive noise.
In this class of approaches, the received signals are passed
through a filter where the samples possibly contaminated by
impulsive noise are first found via a thresholding test and then
either deleted (blanking) or kept at a maximal amplitude level
(clipping). In general, these algorithms can be used for
both single-carrier and multicarrier systems. However, for
OFDM systems, it is often difficult to choose a proper thresh-
old of the nonlinear operation which sufficiently suppresses
the impulsive noise without distorting the OFDM signal.

1536-1276 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



6166 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 16, NO. 9, SEPTEMBER 2017

Another class of impulsive noise mitigation algorithms
exploit the sparsity of impulsive noise [16], [27] and the
structure of OFDM signals. These algorithms first estimate
the impulsive noise from the null and/or pilot subcarriers,
and then subtract the estimated impulsive noise from the
received signals. These algorithms usually assume static
or semi-static channel impulse responses which are known
to the receiver [19] or only use null subcarriers to avoid the
need for channel knowledge when estimating the impulsive
noise [18], [22], [23]. However, the UA channel is rapidly
time-varying and the limited bandwidth restricts the number
of null subcarriers available.

Joint channel and impulsive noise estimation has been
investigated in [28] by using the compressed sensing (CS)
technique based on the following assumptions: (1) There
are no impulsive noise samples within the maximum delay
of the channel impulse response. (2) All symbols in the
pilot sequence have identical phase. However, these two
assumptions are hard to meet in practical UA communication
systems. In [21], the generalized approximate message passing
technique has been applied to jointly estimate the channel
coefficients, impulsive noise, and the data symbols. However,
the algorithm in [21] requires a priori information about
the channel impulse response and the impulsive noise which
depends heavily on the UA environment and is hard to obtain
in advance.

In this paper, we propose two novel CS based algorithms
for joint channel estimation and impulsive noise mitigation
in UA OFDM systems by exploiting the sparsity of both
the UA channel and the impulsive noise. It has been shown
in [29] that many shallow water UA channels have a sparse
structure, which means that although the UA channel impulse
response generally has an extremely large delay spread, most
of the channel energy is carried by only a few propagation
paths. By exploiting the sparsity of the UA channel impulse
response, channel estimators at the receiver can have a
reduced number of taps, which reduces the noise involved
in channel estimation. Consequently, the channel estimation
can have an improved accuracy and reduced computational
complexity [6], [30].

The first proposed algorithm utilizes the pilot subcarriers to
jointly estimate the channel impulse response and the impul-
sive noise. We show that this algorithm successfully improves
the accuracy of channel estimation, as the existence of impul-
sive noise is explicitly considered during channel estimation.
Once the impulsive noise is estimated using the pilot subcarri-
ers, it is transformed to the time domain and removed from the
received signals before channel equalization. We propose two
approaches, namely the least-squares (LS) based approach and
the discrete Fourier transform (DFT) based method to perform
such a transformation. Interestingly, we show that the LS based
approach provides a better performance, while the DFT based
method has a lower computational complexity.

In the second proposed algorithm, we use the data detected
after the initial channel equalization to improve the estimation
of the channel impulse response and impulsive noise. Then
the estimated impulsive noise is removed from the received
signals. Compared with the first algorithm, the advantage of

Fig. 1. Block diagram of the transmitter in a UA OFDM communication
system.

the second approach is that both the data and pilot subcarriers
are utilized for channel estimation and impulsive noise mitiga-
tion. As many impulsive noise mitigation algorithms for wire-
less, underwater acoustic, and powerline OFDM systems use
the null subcarriers [18], [22], [23], the algorithms proposed in
this paper provide novel solutions for joint channel estimation
and impulsive noise mitigation. Numerical simulations show
that compared with existing methods, the proposed algo-
rithms have a better mean-squared error (MSE) performance
in channel estimation and yield a lower system bit-error-
rate (BER). Both proposed algorithms are applied to process
the data collected during the UA communication experiment
conducted in December 2015 in the estuary of the Swan
River, Western Australia. The results show that the proposed
approaches are able to mitigate the impulsive noise in UA
OFDM communication systems and improve the accuracy of
channel estimation.

The rest of the paper is organized as follows. The system
model is presented in Section II. In Section III, the proposed
joint channel estimation and impulsive noise mitigation algo-
rithms are presented. Numerical simulation and experimental
results are shown in Section IV and Section V, respectively,
to verify the performance of the proposed algorithms, and
conclusions are drawn in Section VI.

II. SYSTEM MODEL

In this paper, we consider a frame based coded UA OFDM
communication system. As shown in Fig. 1, at the transmit-
ter end, in each frame, a binary source data stream b =
(b[1], . . . , b[Lb])T is encoded, interleaved, and punctured to
form a coded sequence c = (c[1], . . . , c[Lc])T with length
Lc = Rm Ns Nb , where (·)T denotes the matrix (vector)
transpose, Lb is the number of information-carrying bits in
each frame, Rm denotes the modulation order, Ns is the
number of data subcarriers, and Nb denotes the number of
OFDM blocks in one frame. Note that as the algorithms to
be presented are independent of the channel coding scheme,
any codes (such as the turbo code and the convolutional code)
can be used. The coded sequence c is mapped into Ns Nb data
symbols taken from the phase-shift keying (PSK) or quadrature
amplitude modulation (QAM) constellations. Then every Ns

data symbols together with Np quadrature PSK (QPSK) modu-
lated pilot symbols are mapped into one OFDM symbol vector
d = (d[1], . . . , d[Nc])T , where Np and Nc ≥ Np + Ns are the
number of pilot subcarriers and total subcarriers, respectively.
We denote Id and Ip as the indices of subcarriers with data
symbols and pilot symbols, respectively. We assume that pilot
subcarriers are uniformly spaced and denote d p as the pilot
sequence in one OFDM block.
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Passband signals are directly generated for each OFDM
block at the transmitter. Let fsc denote the subcarrier spacing.
The bandwidth of the transmitted signal is B = fsc Nc and
the duration of one OFDM symbol is T = 1/ fsc. The
Nc subcarriers are located at frequencies

fk = fc + k fsc, k = − Nc

2
+ 1, . . . ,

Nc

2

where fc is the center carrier frequency. To enable sim-
ple one-tap equalization and to avoid interference among
OFDM blocks, a cyclic prefix (CP) of length Tcp is prepended
to the OFDM symbol, and the total length of one OFDM block
is Ttotal = T + Tcp . The continuous time representation of an
OFDM block can be expressed as

x̃(t) = 2Re

⎧
⎪⎨

⎪⎩

⎡

⎢
⎣

1√
Nc

Nc
2∑

k=− Nc
2 +1

ď[k]e j2πk fsct

⎤

⎥
⎦ e j2π fct

⎫
⎪⎬

⎪⎭
,

0 ≤ t ≤ T

x̃(t) = x̃(t + T ), −Tcp ≤ t < 0 (1)

where Re{·} denotes the real part of a complex number
and

ď[k] =

⎧
⎪⎨

⎪⎩

d[k], 1 ≤ k ≤ Nc

2
d[k + Nc], − Nc

2
+ 1 ≤ k ≤ 0.

A general UA channel with L p paths can be represented as

h(t, τ ) =
L p∑

l=1

Al(t)δ(t − τl(t)) (2)

where Al(t) and τl(t) are the amplitude and delay of the
lth path, respectively, and we assume Tcp > τL p(t). In general,
UA communication suffers from time-varying frequency offset
caused by the variation of τl(t) within one OFDM block.
Similar to [23], we assume that Al(t) is constant and all
paths have the same Doppler scaling factor a during one
OFDM block.1 Thus

τl(t) ≈ τl − at, l = 1, . . . , L p .

Then the received passband signal of one OFDM block is
given by

r̃(t) =
L p∑

l=1

Al x̃(t − τl + at) + ṽ(t) + w̃(t) (3)

where ṽ(t) is the passband impulsive noise and w̃(t) repre-
sents other non-impulsive background noise. A resampling
factor â is estimated and used to resample the received
signal. After removing the CP, downshifting, and low-
pass filtering, the baseband received signal can be obtained

1When different propagation paths have different Doppler scaling factors,
the receiver treats part of useful signals as additive noise. Alternatively, a more
complex receiver needs to be developed, which can explicitly deal with path-
specific Doppler scales [23].

from (1) and (3) as

r(t) ≈ e j2π ǎt
L p∑

l=1

Ale− j2π fcτl

√
Nc

Nc
2∑

k=− Nc
2 +1

ď[k]e j2πk fsc(t−τl )

+ v(t) + w(t)

= e j2π ǎt 1√
Nc

Nc
2∑

k=− Nc
2 +1

ď[k]e j2πk fsct
L p∑

l=1

Ale
− j2π fkτl

+ v(t) + w(t), 0 ≤ t ≤ T (4)

where ǎ = fc(a − â)/(1 + â) represents the frequency
offset introduced by the Doppler shift, v(t) and w(t) are
the baseband impulsive noise and other noise, respectively.
From (4), the channel frequency response at the kth subcarrier
is given by

H [k] =
L p∑

l=1

Ale
− j2π fkτl , k = − Nc

2
+ 1, . . . ,

Nc

2
.

By sampling r(t) at the rate of 1/B , we obtain discrete time
samples of one OFDM symbol from (4) as

r [i ] = e j2π iǎ/B

√
Nc

Nc
2∑

k=− Nc
2 +1

ď[k]e j2π ik fsc/B H [k] + v[i ] + w[i ]

= e j2π iǎ/B

√
Nc

Nc
2∑

k=− Nc
2 +1

ď[k]e j2π ik/Nc H [k] + v[i ] + w[i ],

i = 1, . . . , Nc (5)

where v[i ] and w[i ] are the impulsive noise and other noise
samples, respectively. The matrix-vector form of (5) is given
by

r = �FH Dh f + v + w

= �FH DFht + v + w (6)

where (·)H denotes the conjugate transpose, D = diag(d) is
a diagonal matrix taking d as the main diagonal elements,
� = diag(e j2π ǎ/B, · · · , e j2π Ncǎ/B), r = (r [1], . . . , r [Nc])T ,
v = (v[1], . . . , v[Nc])T , w = (w[1], . . . , w[Nc])T , F is an
Nc × Nc discrete Fourier transform (DFT) matrix with the
(i, k)-th entry of 1/

√
Nce− j2π (i−1)(k−1)/Nc , i, k = 1, . . . , Nc .

In (6), h f = (h f [1], . . . , h f [Nc])T is a vector containing the
channel frequency response at all Nc subcarriers with

h f [k] =

⎧
⎪⎨

⎪⎩

H [k], 1 ≤ k ≤ Nc

2
H [k − Nc], Nc

2
+ 1 ≤ k ≤ Nc

and ht = F H h f is the discrete time domain representation
of the channel impulse response with a maximum delay of
Lm = �BτL p�.

We adopt the “clipping-blanking and Doppler” algorithm
in [23] to estimate and compensate the frequency offset ǎ,
which essentially performs the Doppler shift estimation using
the method in [31, Sec. 3.1] on the blanked version of r.
Note that after this frequency offset compensation, there may
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exist a small value of residual frequency offset, due to the
mismatch between the true frequency offset and its estimated
value. The effect of such residual frequency offset will be
discussed in Section IV-C, where we show that the impact
of residual frequency offset on the system BER performance
is negligible. After removing the frequency offset from (6),
the frequency domain representation of the received signal can
be written as

r f = F FH Dh f + Fv + Fw

= Dh f + v f + w f (7)

where v f = Fv and w f = Fw are the impulsive noise and
other noise in the frequency domain, respectively.

III. PROPOSED APPROACHES

In this section, we propose two CS based algorithms for
joint channel estimation and impulsive noise mitigation in
UA OFDM communication systems. We first give a brief
introduction of the CS technique, which will be used in the
proposed algorithms.

A. Compressed Sensing Technique

CS is a technique that can recover signal accurately from
its measurements provided that the signal is sparse [32]. Let
us consider the measurement model of

y = Ax + n

where the dimensions of y and x are M × 1 and L × 1,
respectively.

When M < L, it is hard to apply conventional estimation
methods such as the LS and the minimum mean-squared
error (MMSE) estimators to recover x from y. However, if x is
S-sparse, which means that x has only S < L non-zero
entries, and A is designed to capture the dominant information
of x into y, then x can be recovered by the CS technique.
To ensure y contains the main information of x and the
recovery procedure works properly, the measurement matrix A
should satisfy some properties such as the restricted isometric
property [33] or the coherence property [34].

Many algorithms such as orthogonal matching pur-
suit (OMP), basis pursuit (BP), and compressed sampling
matching pursuit (CoSaMP) have been developed for sparse
signal recovery. In this paper, the OMP algorithm [36] is
adopted. The procedure of the OMP algorithm is shown
in Table I, where (·)−1 stands for the matrix inversion,
the superscript (s) denotes the variables at the sth iteration,
and A[:, p] denotes the pth column of A.

B. Pilot Subcarriers Based Impulsive Noise Cancelation

The block diagram of various receivers is shown in Fig. 2,
where CE denotes channel estimation and JCINE stands for
the proposed joint channel and impulsive noise estimation
algorithm. The proposed receivers correspond to branches
labeled with (c), (d), and (e) in Fig. 2.

TABLE I

PROCEDURE OF THE OMP ALGORITHM

Fig. 2. Block diagram of various receivers.

1) Compressive Sensing Based Joint Channel and Impulsive
Noise Estimation: Let us introduce an Np×Nc matrix P which
selects Np pilot subcarriers out of total Nc subcarriers. Thus,
P has unit entry at the (i, Ip[i ])-th position, i = 1, · · · , Np ,
and zero elsewhere. From (7), the received signals in the pilot
subcarriers can be written as

r p = P Dh f + Pv f + Pw f

= D p hp + v p + wp

= D p F p hp,t + F pv p,t + wp

= M pα p + wp (8)

where D p = diag(d p), hp contains the channel frequency
responses at Np pilot subcarriers, F p is an Np × Np DFT
matrix with the (i, k)-th entry of 1/

√
Npe− j2π (i−1)(k−1)/Np ,

i, k = 1, . . . , Np , and

v p = Pv f , wp = Pw f , hp,t = FH
p hp, v p,t = FH

p v p

α p = (hT
p,t , v

T
p,t )

T , M p = (D p F p, F p). (9)

We select Np ≥ Lm , which means that all the non-zero
entries of ht are within its first Np entries. In this case, ht can
be easily recovered from hp,t . Interestingly, for the special
case of Nc = K Np and Ip[i ] = (i − 1)K + 1, i = 1, . . . , Np ,
where K is an integer, there is ht = [√K hT

p,t , 01× (Nc−Np )]T .
Since the UA channel is sparse, only a few entries of hp,t are
non-zero. Moreover, v p,t can be viewed as a ‘fold-and-add’
version of v which is considered to be sparse as well. There-
fore, it is reasonable to assume that α p is sparse.

As the dimension of M p is Np × 2Np , it is hard to
recover α p from r p using conventional LS and MMSE esti-
mators. However, by exploiting the sparsity of α p , we can
apply compressed sensing techniques to obtain an accurate
estimation of α p. In Appendix A, we show that the coherence
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between columns of M p is very small. Thus, the OMP
method [36] can be adopted here to estimate α p [30].

We would like to mention that as the existence of impulsive
noise is explicitly considered by (8) during channel estimation,
the proposed joint channel and impulsive noise estimation
algorithm improves the accuracy of channel estimation. Let

α̂ p = (ĥ
T
p,t , v̂

T
p,t )

T denote the estimated α p . From (8),
the estimated channel frequency response in the pilot subcar-
riers can be obtained by

ĥp = F p ĥp,t . (10)

One can use the improved channel estimation result in (10)
to perform channel equalization as indicated by the branch
marked with (c) in Fig. 2. The performance of this approach
will be studied in Sections IV and V.

The non-zero entries of ht are all located within its first
Np entries, whereas the non-zero entries of the impulsive
noise v can appear at any of the Nc entries. Since v p,t is
a ‘fold-and-add’ version of v, to obtain an estimation of v

from v p,t , the positions of the impulsive noise need to be
known in general. This can be done by a thresholding test,
where the receiver firstly calculates the average power G of
the current OFDM block and then collects the positions of
possible impulsive noise into a vector II which satisfies

|r [II [i ]]|2 > Gβ, i = 1, . . . , NI . (11)

Here β is a threshold parameter [35] and NI is the number
of possible positions of impulsive noise. Then two approaches
can be used to estimate v based on v̂ p,t as discussed below.

Note that the original OMP algorithm in Table I does
not take into account the detected impulsive noise positions.
To exploit these positions, we develop an enhanced joint chan-
nel and impulsive noise estimation algorithm (EJCINE) algo-
rithm. In this algorithm, the receiver maps the positions in II

to their corresponding positions in v p,t similar to the approach
in Appendix B. Let us denote the mapping results as Is . When
using the OMP algorithm to jointly estimate the channel and
impulsive noise in Table I, we set u(0) = Is and choose Ā

(0)

to be the corresponding columns of A indicated by Is .
2) Least-Squares Based Impulsive Noise Cancelation: Let

us introduce v I as a vector which contains all the NI samples
of impulsive noise in one OFDM block. Then the impact of v I

on the Np pilot subcarriers can be written as

v p = P F P I v I (12)

where P I is an Nc × NI matrix indicating the position of the
impulsive noise given by

P I [i, k] =
{

1, i = II [k], k = 1, . . . , NI

0, otherwise.

Note that an estimation of v p can be obtained from (8) as

v̂ p = F p v̂ p,t . (13)

Thus, using (12) and (13), v I can be estimated as

v̂ I = (FH
I F I )

−1 FH
I v̂ p

= (FH
I F I )

−1 FH
I F p v̂ p,t (14)

where F I = P F P I . Then v is estimated by v̂ = P I v̂ I .
Finally, v̂ is subtracted from the received signal r as in
branch (d) in Fig. 2 and the resulting signals are passed to
channel equalization and decoding operations.

3) DFT Based Impulsive Noise Cancelation: When Nc =
K Np , in addition to the LS based method presented above,
a DFT based approach can also be applied for impulsive noise
cancelation, which has a lower computational complexity than
the LS based method. Let us denote m p (1 ≤ m p ≤ K ) as
the index of the first pilot subcarrier. The pilot subcarriers
selection matrix P is given by

P[i, k] =
{

1, k = (i − 1)K + m p, i = 1, . . . , Np
0, otherwise.

By transforming v p into the time domain, we have

n = K FH PT v p

= K FH PT P Fv

= K FH P̄ Fv (15)

where P̄ = PT P is an Nc × Nc matrix with unit entry
at P̄[i, i ], i = mK + m p, m = 0, . . . , Np − 1. We show
in Appendix B that the (M Np + Q)-th entry of n, M =
0, . . . , K − 1, Q = 1, . . . , Np , is given by

n[M Np + Q] =
K−1∑

h=0

e
j2π(M−h)(m p−1)

K v[h Np + Q]. (16)

It can be seen from (16) that each entry of n is the sum of K
phase-shifted entries of v. However, because of the sparsity of
v, it is with high possibility that, at most, only one of these K
entries is non-zero when K is small (Typically, K = 4 or 6 in
UA OFDM systems).2 Based on the above assumption and
the fact that v[i ] �= 0 for i ∈ II , an estimation of v can be
obtained by

v̂[i ] =
{

n̂[i ], i ∈ II
0, otherwise

where n̂ is the estimated n as shown below.
From (13) and (15), we have

n̂ = K FH PT v̂ p

= K FH PT F p v̂ p,t .

Then the (i = M Np + Q)-th entry of n̂ can be expressed as

n̂[i ] = K FH [i, :]PT F p v̂ p,t

=
√

K

Np

Np∑

m=1

Np∑

l=1

Nc∑

k=1

e
j2π(i−1)(k−1)

Nc P[l, k]e
− j2π(l−1)(m−1)

Np v̂ p,t [m]

=
√

K

Np

Np∑

m=1

Np∑

l=1

e
j2π(i−1)((l−1)K+m p−1)

Nc e
− j2π(l−1)(m−1)

Np v̂ p,t [m]

=
√

K

Np

Np∑

m=1

e
j2π(i−1)(m p−1)

Nc v̂ p,t [m]
Np∑

l=1

e
j2π(l−1)(i−m)

Np

=
√

K

Np

Np∑

m=1

e
j2π(i−1)(m p−1)

Nc v̂ p,t [m]
Np∑

l=1

e
j2π(l−1)(M Np+Q−m)

Np

= √
K e

j2π(i−1)(m p−1)
Nc v̂ p,t [Q] (17)

2The impact of the low probability case when more than one of these
K entries are non-zero on the system performance is small, as shown in
Section V-C.
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Fig. 3. Block diagram of the data-aided joint channel estimation and
impulsive noise cancelation algorithm.

where to obtain the last equation, we used the fact that

Np∑

l=1

e
j2π (l−1)(M Np +Q−m)

Np =
{

Np , m = Q

0, m �= Q.

Based on (16) and (17), we have

v̂[i ] =
{√

K e
j2π (i−1)(m p−1)

Nc v̂ p,t [i |Np], i ∈ II

0, otherwise
(18)

where (·|·) is the modulo operator. Finally, v̂ is subtracted
from the received signal r as in branch (e) in Fig. 2 and
the resulting signals are passed to channel equalization and
decoding operations.

It can be seen from (18) that an estimation of v can be
obtained from v̂ p,t after simple scaling and phase rotation,
whereas matrix inversion (14) is required in the LS-based
approach to estimate v from v̂ p,t . Thus, the DFT-based impul-
sive noise cancelation method has a lower complexity than the
LS-based one.

C. Data-Aided Joint Channel Estimation
and Impulsive Noise Cancelation

A data-aided processing as shown in Fig. 3 can further
improve the system performance after the JCINE and the
impulsive noise removal operations in Section III-B. For
the simplicity of presentation, the LS based approach in
Section III-B2 is used for impulsive noise cancelation in
the initial processing. By using (10) and the interpolation
operation, an estimation of h f can be obtained and used to
equalize the received signals r f (7) in the initial processing.
Then hard decision can be applied to the equalizer output
to obtain the estimated data symbols, and together with d p ,
an estimation of d can be obtained. Similar to (8), we obtain
from (7) that

r f = D̂ Fht + Fv + w̄ f

= Mα + w̄ f (19)

where D̂ = diag(d̂), d̂ is an estimation of d from the
initial processing, α = (hT

t , vT )T , M = ( D̂ F, F), and
w̄ f = w f +(D− D̂)Fht . Similar to Section III-B, we show in
Appendix C that the coherence between columns of M is very
small. Thus, we can adopt a compressed sensing method, for
example the OMP method [36], to estimate the sparse vector α.
Note that as both the data and pilot subcarriers are utilized
in (19), the estimation of ht and v is more accurate than that

in Section III-B, provided that the mismatch between d and d̂
is small.

Let us introduce α̂ = (ĥ
T
t , v̂

T )T as the estimated α. The
estimated impulsive noise can be removed from the received
signals as r̄ f = r f − Fv̂, and the channel estimation result
can be updated by ĥ f = Fĥt . Then r̄ f and ĥ f are used to
perform channel equalization and decoding. It will be seen
in Sections IV and V-C that the data-aided receiver has a
significantly improved performance compared with the initial
processing, at the price of a higher computational complexity.
We would like to note that the data-aided joint channel esti-
mation and impulsive noise cancelation process can be carried
out iteratively, as indicated by the dashed arrow in Fig. 3,
to improve the receiver decoding performance. Interestingly,
we show through numerical simulations in Section IV-E that
the gain of the second iteration over the first iteration is
marginal.

IV. SIMULATION RESULTS

A. Simulation Setup

In this section, we study the performance of the proposed
algorithms through numerical simulations. We simulate a
UA OFDM system with 512 subcarriers including 325 data
subcarriers, 128 uniformly spaced pilot subcarriers for channel
estimation, and 59 null subcarriers. Each OFDM block con-
tains a 100-sample long CP. Five OFDM blocks are transmitted
in each channel realization and the simulation results are
averaged through 104 channel realizations. The pilot symbols
are modulated by QPSK constellations, and the data symbols
are modulated by 1/2 rate turbo encoded QPSK constellations.
Considering the code puncturing, the number of information-
carrying bits in each channel realization is Lb = 1632.

The system bandwidth is 4 kHz. Thus, the bandwidth
of each subcarrier is 7.8 Hz. Unless explicitly mentioned,
the frequency offset is randomly generated between −5 Hz
and 5 Hz, which is typical in UA communication systems.
We simulate a UA channel with 15 paths. The arrival times
of all paths follow a Poisson distribution with an average
delay of 1 ms between two adjacent paths. The amplitudes
of the paths are Rayleigh distributed with variances following
an exponentially decreasing profile. The ratio of the channel
variances between the start and the end of the CP is 20 dB.

Let ν = v + w represent the total additive noise in (6).
A two-component Gaussian mixture (GM) model [23] is used
to generate ν with a probability density function of

f (ν[i ])=(1 − q)N (0, σ 2) + qN (0, σ 2
I ), i = 1, . . . , Nc (20)

where N (0, ·) denotes a zero-mean complex Gaussian distri-
bution function, σ 2 is the variance of the background (non-
impulsive) noise, σ 2

I is the variance of the impulsive noise,
and q is the probability of occurrence of the impulsive noise.
We define the signal-to-non-impulsive noise ratio (SNR) as
SNR = Ps/σ

2 and the signal-to-impulsive noise ratio (SIR)
as SIR = Ps/σ

2
I , where Ps is the power of the transmitted

signal. In the simulations, similar to [23], we choose q = 0.02.
We vary the SNR and SIR to investigate the performance of
the proposed algorithms.
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Fig. 4. BER versus threshold.

B. Threshold Selection

We first study the impact of β (11) on the system per-
formance. Fig. 4 shows the system coded BER versus β at
three SNR and SIR combinations: SNR = 11dB with SIR =
−10dB, SNR = 11dB with SIR = −5dB, and SNR = 6dB
with SIR = −10dB, yielded by the proposed JCINE algorithm
with the LS-based impulsive noise cancelation (INC) and the
“CS+blanking” approach. In the latter approach, the blanking
method is used to remove the samples r [i ] at positions
determined by II in (11), and the OMP algorithm is used
for channel estimation.

It can be seen from Fig. 4 that the proposed JCINE
algorithm is more robust than the CS+blanking approach
in choosing β. This is due to the fact that the proposed
algorithm estimates and removes the impulsive noise instead
of erasing both the impulsive noise and the useful signal
on the selected samples. Thus, with a lower threshold β,
the blanking algorithm is more likely to delete samples with
large amplitude which are in fact not affected by impulsive
noise, while the proposed JCINE algorithm only selects those
samples but never deletes them. We can also observe from
Fig. 4 that the best choice of β for the JCINE algorithm
is around 4. While for the CS+blanking algorithm, a good
β can be selected between 4 and 7, with the best choice
between 5 and 6. In the following, we choose β = 5
for the simulations and experiments, which in fact tests the
performance of the proposed algorithm in a harsher way than
the blanking approach.

C. Frequency Offset Mitigation

We investigate the effect of residual frequency offset (after
the frequency offset compensation described in Section II)
by checking the system coded BER performance. The
CS+blanking algorithm is adopted here to detect the received
signals. We compare the system BER performance under the
following three scenarios.

• Non-frequency offset (FO): The received signals are
affected by impulsive noise, but the frequency offset is
set to zero. This serves as a benchmark for the system
BER performance without any frequency offset.

Fig. 5. Impact of frequency offset estimation on the system
BER performance.

• Non-impulsive noise (IN) during the frequency offset esti-
mation (FOE): The received signals are not contaminated
by impulsive noise during the frequency offset estimation
and compensation process.

• Blanking FOE: The received signals suffer from both
the impulsive noise and frequency offset. The frequency
offset estimation is performed after the blanking operation
with a step size of 0.2 Hz [23].

Fig. 5 shows the system coded BER versus SNR for the
three scenarios above at SIR= −5 dB and SIR= −10 dB.
Interestingly, it can be seen from Fig. 5 that the system BERs
in the three scenarios are almost identical. This indicates
that: (1) The frequency offset estimation is reliable after the
blanking operation, as the frequency offset estimation with and
without impulsive noise yields similar BER; (2) The residual
frequency offset is not the main factor that limits the system
performance [37], because after frequency offset estimation
and compensation, the system has a similar BER to that of
the system without any frequency offset.

D. Channel Estimation Results

In this subsection, we study the channel estimation perfor-
mance of the proposed algorithms. As we focus on the channel
estimation results, the frequency offset is set to zero in this
simulation. The MSE of channel estimation is defined as

MSE = E

{
(ĥ f − h f )

H (ĥ f − h f )

hH
f h f

}

(21)

where E{·} denotes the statistical expectation and ĥ f is the
estimation of the true channel h f .

Fig. 6 shows the MSE of four algorithms versus SNR at
SIR= −10 dB, where “LS+blanking” refers to the approach
that the blanking method is used to remove the samples r [i ]
at positions determined by II in (11), followed by the OMP
algorithm for channel estimation. “DA JCINE” refers to the
data-aided (DA) JCINE algorithm developed in Section III-C.
It can be seen from Fig. 6 that the CS-based channel
estimation algorithms significantly outperform the LS-based
channel estimation. The proposed JCINE algorithms have a
better channel estimation performance than the blanking-based
approaches, as the blanking operation introduces noise when
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Fig. 6. MSE of channel estimation versus SNR.

deleting the selected samples. Moreover, the proposed data-
aided JCINE algorithm significantly improves the precision of
channel estimation, because this algorithm further suppresses
the impulsive noise and at the same time explores the data
subcarriers for channel estimation.

It can also be observed from Fig. 6 that the MSEs of
channel estimation decrease slower at high SNRs. This can
be explained by the fact that as SNR increases, the power
of the non-impulsive noise decreases, making the impulsive
noise a more significant factor limiting the channel estimation
performance.

E. BER Performance Results

We compare the system BER performance for the following
algorithms.

• Ideal case: The frequency offset is set to zero and
there is no impulsive noise in the simulation. Moreover,
the receiver has perfect channel knowledge. Obviously,
this provides a lower bound of BER for practical receiver
algorithms.

• Non-FO non-IN CS: The frequency offset is set to zero
and no impulsive noise exists in the simulation. Moreover,
the OMP algorithm is used for channel estimation.

• LS+blanking: Explained in Section IV-D.
• CS+blanking: Explained in Section IV-B.
• JCINE+LS INC: Explained in Section IV-B.
• JCINE+DFT INC: The proposed JCINE algorithm with

DFT-based impulsive noise cancelation.
• EJCINE+LS INC: The EJCINE algorithm proposed in

Section III-B with LS-based impulsive noise cancelation.
• EJCINE P + LS INC: The EJCINE algorithm assuming

known impulsive noise positions with LS-based impulsive
noise cancelation.

• DA JCINE: Explained in Section IV-D.
• CS+CS: CS-based channel estimation and impulsive

noise mitigation using the pilot and null subcarriers,
respectively.

Figs. 7 and 8 demonstrate the BERs of the above algo-
rithms versus SNR at SIR= −5 dB and SIR= −10 dB,
respectively. It can be seen that the CS-based channel esti-
mation algorithms outperform the LS-based approach. The

Fig. 7. BER versus SNR at SIR = −5 dB.

Fig. 8. BER versus SNR at SIR = −10 dB.

proposed algorithms have smaller BERs than the CS+blanking
and CS+CS approaches. Moreover, the SNR gain of the
JCINE algorithm over the CS+blanking approach is larger at
higher SIR.

We can also observe from Figs. 7 and 8 that by exploiting
the detected impulsive noise positions when carrying out the
OMP algorithm, the EJCINE algorithm can slightly improve
the system BER performance. It is worth noting that the
data-aided JCINE algorithm greatly reduces the system BER,
particularly at high SNRs, where it yields a smaller BER than
the non-FO non-IN CS scenario. This is due to the fact that this
algorithm further suppresses the impulsive noise and explores
the data subcarriers for channel estimation. Interestingly, for
the data-aided JCINE algorithm, the gain of the second itera-
tion over the first iteration is small. Considering that the second
iteration greatly increases the computational complexity, one
iteration would be sufficient in practical UA communication
systems.

Fig. 9 shows the BERs of five algorithms versus SIR at
SNR=7 dB. It can be seen that the proposed algorithms have
constant BER performance for a wide range of SIR, which
demonstrates the strong capability of the proposed algorithms
in mitigating different levels of impulsive noise. We can also
observe from Fig. 9 that the gap between the first and second
iterations of the DA JCINE algorithm remains unchanged over
the SIRs tested.
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Fig. 9. BER versus SIR at SNR = 7 dB.

Fig. 10. Transmitter and receiver locations during the experiment.

V. EXPERIMENT RESULTS AND DISCUSSIONS

In this section, we apply the proposed algorithms to process
the data recorded during a UA communication experiment
conducted in December 2015 in the estuary of the Swan River,
Western Australia.

A. Experiment Arrangement

The locations of the transmitter and receiver are shown
in Fig. 10, where the distance between the transmitter and
receiver was 936 meters. The water depth along the direct path
varied between 2.5 and 6 meters, which was very shallow. Both
the transmitter transducer and the receiver hydrophone were
mounted 0.5 meter above the river bed on steel frames and
were cabled to shore. The water depths at the transmitter and
the receiver were 5 meters and 2.5 meters, respectively. The
movement of the hydrophone and the transducer was small as
they were attached to steel frames. As the hydrophone was
located in warm shallow water close to a jetty, there was a
significant amount of highly impulsive snapping shrimp noise.
Another source of impulsive noise during the experiment
was from waves breaking at the jetty piers, the intensity
of which increases with the wind speed. To investigate the
impact of wind on the breaking wave noise, the same data file
was transmitted three times during the day at different wind
conditions.

Key parameters of the experimental system are summarized
in Table II. Fig. 11 illustrates the frame structure of the

TABLE II

EXPERIMENTAL SYSTEM PARAMETERS

Fig. 11. Frame structure of the transmitted signals.

Fig. 12. Doppler shift estimated by the preamble blocks in the T83 file.

transmitted signals. It can be seen that each frame contains
Nb = 5 OFDM data blocks and one preamble block. The
preamble block has Nc subcarriers, half of which are null
subcarriers and the other half are pilot subcarriers. For data
blocks, among the total 512 subcarriers, there are 325 data
subcarriers, 128 uniformly spaced pilot subcarriers for channel
estimation, 18 null subcarriers at each edge of the passband,
and 23 subcarriers for frequency offset estimation. The pilot
symbols are modulated by QPSK constellations. The data
symbols are modulated by either QPSK constellations encoded
by 1/2 or 1/3 rate turbo codes or 16-QAM constellations with a
1/3 rate turbo code. Considering the code puncturing, the num-
ber of information-carrying bits in each frame is Lb = 1632
(QPSK, 1/2 rate), Lb = 1088 (QPSK, 1/3 rate), or Lb = 2167
(16-QAM). Thus, the system source data rate is

Rb = Lb

(T +Tcp)(Nb+1)
=

⎧
⎪⎨

⎪⎩

1.19 kb/s QPSK, 1/3 rate

1.78 kb/s QPSK, 1/2 rate

2.36 kb/s 16-QAM, 1/3 rate.

Each transmission contains 750 frames with 250 frames for
every modulation type. The data files recorded at the receiver
during three transmissions were named T83, T84, and T85,
respectively.
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Fig. 13. Amplitude of the received signals in a typical frame of the T83 and
the T84 files.

TABLE III

ESTIMATED SIR AND SNR

B. Channel Conditions

As the transmitter and receiver were attached to fixed
steel frames, the channel Doppler shift was small during the
experiment. Fig. 12 shows the Doppler shift estimated by the
preamble block in each frame of the T83 file. It can be seen
that as the Doppler shift of most of the frames is smaller
than 0.2 Hz, the step of Doppler shift compensation can be
skipped when processing the received data. This has been
justified in Section IV-C and Fig. 5, as the residual frequency
offset is not the main factor that limits the system performance.

Among the three recorded data files, the T84 file contains
signals most heavily affected by the impulsive noise, while
signals in the T83 file are least impacted by the impulsive
noise. The amplitude of the received signals in a typical data
frame taken from the T83 and the T84 files is shown in Fig. 13.
It can be seen that even after the blanking operation, there
is still significant amount of impulsive noise in the T84 file.
In fact, due to the dense impulsive noise, the synchronization
algorithm failed to find the head of 9 data frames (4, 2, and
3 frames in the 1/3 rate QPSK, 1/2 rate QPSK, and 16-QAM
modulated signals, respectively) in the T84 file. The estimated
SIR, SNR, and the impulsive noise occurrence probability q
of the data in three files are shown in Table III for various
modulation type and coding rate combinations (MCC).

To study the channel conditions, we perform channel esti-
mation using the preamble blocks based on the LS estimator.
Fig. 14 illustrates the amplitude of the estimated channel
impulse responses of several data frames in the T83 file where
the preamble blocks have only slight interference from the

Fig. 14. Amplitude of channel impulse response estimated by the preamble
blocks in the T83 file.

impulsive noise. It can be seen that in this case, the channel
estimation result is reasonable. In particular, we can observe
from Fig. 14 that the maximal channel delay spread in the
experiment is about 15 ms which is shorter than the length of
the CP. Moreover, it can be seen that there are seven notable
paths between the transmitter and the receiver.

C. Receiver Performance for QPSK Modulated Signals

The BER (both raw and coded) and the frame-error-
rate (FER) performances of various algorithms with QPSK
modulated signals are shown in Tables IV–VI for three
recorded files. To calculate the FER, one frame is considered
erroneous if one or more of the Lb information-carrying bits
in this frame is incorrectly decoded. The BER and FER perfor-
mances of the following channel estimation and interference
mitigation algorithms are compared.

• LS channel estimator without the blanking opera-
tion (branch (a) in Fig. 2).

• LS channel estimator after blanking of the impulsive
samples detected at the positions of II (11) (branch (b)
in Fig. 2).

• CS channel estimator after blanking of the impulsive
samples detected at the positions of II (11) (branch (b)
in Fig. 2).

• Proposed JCINE algorithm without INC (branch (c)
in Fig. 2).

• Proposed JCINE algorithm with the DFT based INC
(branch (e) in Fig. 2).

• Proposed JCINE algorithm with the LS based INC
(branch (d) in Fig. 2).

• Proposed data-aided INC (Section III-C).
It can be seen from Tables IV–VI that compared with the LS

estimator without the blanking operation, the proposed JCINE
algorithm without impulsive noise cancelation can reduce the
raw (uncoded) BER by around 1% for the T83 file and 2%
for the T84 and T85 files, and the coded BER by 3-4% for
the T84 file and 6% for the T85 file with 1/2 coding rate.
Such performance gain is mainly contributed by an improved
channel estimation using the JCINE algorithm, where the
existence of impulsive noise is explicitly considered during
channel estimation (8). Interestingly, it can be seen from
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TABLE IV

PERFORMANCE COMPARISON OF VARIOUS ALGORITHMS
FOR THE T83 FILE (QPSK MODULATION)

TABLE V

PERFORMANCE COMPARISON OF VARIOUS ALGORITHMS
FOR THE T84 FILE (QPSK MODULATION)

TABLE VI

PERFORMANCE COMPARISON OF VARIOUS ALGORITHMS

FOR THE T85 FILE (QPSK MODULATION)

Table IV that as the T83 file is only slightly affected by
impulsive noise, an improved channel estimation together with
channel coding are sufficient to obtain zero coded BER and
FER over the investigated data.

The impulsive noise cancelation step after the JCINE algo-
rithm can further improve the system performance. It can
be seen from Tables V and VI that compared with the
JCINE algorithm without impulsive noise cancelation, around
2-3% reduction in the raw BER has been achieved for both
the T84 and T85 files. Moreover, 6% reduction (T84 file,
1/3 rate) and 9% reduction (T84 and T85 files, 1/2 rate)
in the coded BER have been achieved with the impulsive
noise cancelation step. We observe that both the LS based
impulsive noise cancelation approach in Section III-B2 and the

TABLE VII

PERFORMANCE COMPARISON OF VARIOUS ALGORITHMS
FOR 16-QAM MODULATED SIGNALS

DFT based one in Section III-B3 outperform the LS blanking
based impulsive noise cancelation method, indicating that the
lower BER and FER of the proposed JCINE+INC algorithm
compared with the LS+blanking method is a result of both
a more accurate channel estimation and a better impulsive
noise cancelation. It can also been seen from Tables V and VI
that the JCINE algorithm with impulsive noise cancelation
significantly reduces the system FER.

Interestingly, we can see from Tables IV–VI that the DFT
based impulsive noise cancelation approach has only slightly
worse BER and FER performances than the LS based one.
This is caused by the low probability case that more than one
of the K entries of v[h Np + P], h = 0, · · · , K −1, in (16) are
non-zero. However, the DFT based impulsive noise cancelation
approach has a much lower computational complexity as the
receiver can reconstruct the impulsive noise directly from the
estimation of v p,t as in (18), while matrix inversion (14) needs
to be performed in the LS based approach. Such performance-
complexity tradeoff is very useful for practical UA OFDM
systems.

From Tables IV–VI we can see that the data-aided impulsive
noise cancelation approach significantly improves the system
BER and FER performances in all three files. Compared with
the blanking method, a further improvement of 3-4% in the
raw BER and more than 10% reduction in the coded BER
(1/2 rate) have been achieved in the T84 file. For the T85 file,
a reducing of 4% in the coded BER is observed with 1/2 rate.
Such performance improvement is mainly achieved through
improved channel and impulsive noise estimation obtained by
using both the data and pilot subcarriers.

D. Receiver Performance for 16-QAM Modulated Signals

The BER and FER performances of various algorithms
with 16-QAM modulated signals are shown in Table VII.
Similar to the case of QPSK modulated signals, it can be seen
from Table VII that the proposed JCINE algorithm without
impulsive noise cancelation has a better performance than the
LS method without blanking. As expected, for the blanking
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method, CS-based channel estimation has a better performance
than the LS-base method. The impulsive noise cancelation step
after the JCINE algorithm outperforms both the LS and CS
methods with blanking.

We also observe from Table VII that the data-aided impul-
sive noise cancelation approach further improves the system
BER and FER performances, particulary for the T85 file.
Compared with the LS method with blanking, the proposed
data-aided algorithm reduces the raw BER by around 3% and
the coded BER by 13% for the T85 file. The above benefits
indicate that the data-aided algorithm is able to mitigate the
impact of impulsive noise in UA OFDM systems with non-
constant amplitude source signals (such as QAM-modulated
signals). It can be seen that compared with the first iteration,
only a marginal BER and FER reduction is achieved after
the second iteration of the data-aided algorithm.

As the T84 file is severely contaminated by impulsive noise,
it can be seen from Table VII that although the proposed algo-
rithms successfully reduce the raw and coded BER, the system
FER remains high, indicating that the channel condition of
T84 is very challenging for 16-QAM modulated signals.

VI. CONCLUSIONS

We have proposed two novel joint channel estimation and
impulsive noise mitigation algorithms for UA OFDM systems.
By utilizing only the pilot subcarriers, the first algorithm
successfully improves the accuracy of channel estimation and
the performance of impulsive noise mitigation. Based on the
data detected from the first algorithm, the second algorithm
applies the data-aided processing to further improve the perfor-
mance of channel estimation and impulsive noise cancelation
by exploiting both the data and pilot subcarriers. We have
shown that the measurement matrices in both algorithms have
small coherence between columns, so that the compressed
sensing technique can be applied in both proposed algorithms.
The proposed algorithms are applied to process the data
collected during a recent UA communication experiment. The
results show that when the received signals are only slightly
influenced by impulsive noise, the first algorithm without
impulsive noise canceling is sufficient to achieve a low system
BER. When the received signals are severely impacted by
impulsive noise, the impulsive noise cancelation step of the
first algorithm and the second method can be adopted to
significantly improve the system BER performance.

APPENDIX A
COHERENCE PROPERTY OF M p

It follows from (9) that as the pilot symbols are
QPSK modulated, there is

C p = M H
p M p

= (Dp F p F p)
H (Dp F p F p)

=
[

FH
p DH

p Dp F p FH
p DH

p F p

FH
p D p F p FH

p F p

]

=
[

I Np FH
p DH

p F p

FH
p Dp F p I Np

]

(22)

where In stands for an n × n identity matrix. From (22) we
find that any column of M p satisfies ‖M p[:, i ]‖ = 1, where
‖ · ‖ stands for the vector Euclidean norm.

Since Dp is a diagonal matrix, the (l, m)-th entry of
C f = F H

p D p F p is given by

C f [l, m] =
Np∑

i=1

FH
p [l, i ]dp[i ]F p[i, m]

= 1

Np

Np∑

i=1

e j2πli/Np dp[i ]e− j2πmi/Np

= 1

Np

Np∑

i=1

e j2π(l−m)i/Np dp[i ]. (23)

We can design d p such that |C f [l, m]| � 1, l, m = 1, · · · , Np

when Np is sufficiently large. Thus any two columns M p[:, l]
and M p[:, m] satisfy

|M H
p [:, l]M p[:, m]|

‖M p[:, l]‖ ‖M p[:, m]‖ � 1

which indicates that the coherence between columns of M p

is very small.

APPENDIX B
PROOF OF (16)

Let us introduce i = M Np + Q. From (15), we have

n[i ] = K FH [i, :] P̄ Fv

= K

Nc

Nc∑

l=1

Nc∑

k=1

e
j2π (i−1)(k−1)

Nc P̄[k, k]e − j2π (k−1)(l−1)
Nc v[l]

= K

Nc

Nc∑

l=1

Nc∑

k=1

e
j2π (i−l)(k−1)

Nc P̄[k, k]v[l]

= K

Nc

Nc∑

l=1

Np−1
∑

m=0

e
j2π (i−l)(mK+m p−1)

Nc v[l]

= 1

Np

Nc∑

l=1

e
j2π(i−l)(m p−1)

Nc v[l]
Np−1∑

m=0

e
j2π (i−l)mK

K Np

= 1

Np

K−1∑

h=0

Np∑

p=1

e
j2π(M Np+Q−(hNp+p))(m p−1)

K Np

×v[h Np + p]
Np−1
∑

m=0

e
j2π (M Np +Q−(hNp+p))m

Np

=
K−1∑

h=0

e
j2π(M−h)(m p−1)

K v[h Np + Q]

where we applied the fact that

Np−1
∑

m=0

e
j2π (M Np +Q−(hNp+p))m

Np =
{

Np, p = Q

0, p �= Q

to obtain the last equation.
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APPENDIX C
COHERENCE PROPERTY OF M

From (19) we have

C M = M H M (24)

= ( D̂ F, F)H ( D̂F, F)

=
[

FH D̂
H

D̂F FH D̂
H

F
FH D̂ F FH F

]

=
[

FH D̂
H

D̂ F FH D̂
H

F
FH D̂ F I Nc

]

. (25)

The main difference between (22) and (25) is that the entries
of D̂ are not limited to QPSK constellations. They may, for
example, be taken from QAM constellations. Similar to (23),
for Cd = FH D̂F, we have

Cd [l, m] = 1

Nc

Nc∑

i=1

e j2π(l−m)i/Nc d̂[i ]. (26)

Because the elements of d̂ are either well designed (pilot
subcarriers) or independently generated symbols (data sub-
carriers), it is reasonable to assume that Cd [l, m] � 1,
l, m = 1, . . . , Nc .

For Cg = FH D̂
H

D̂ F, we have

Cg[l, m] =
Nc∑

i=1

FH [l, i ]|d̂[i ]|2 F[i, m]

= 1

Nc

Nc∑

i=1

e
j2π(l−1)(i−1)

Nc |d̂[i ]|2e
− j2π(i−1)(m−1)

Nc

= 1

Nc

Nc∑

i=1

e
j2π(l−m)(i−1)

Nc |d̂[i ]|2. (27)

Thus, Cg[l, l] = 1
Nc

∑Nc
i=1 |d̂[i ]|2 ≈ 1 for l = 1, · · · , Nc . Let

us classify elements in d̂ into a finite set A with a cardinality
of Na according to their amplitude. For any l �= m we have
from (27) that

Cg[l, m] = 1

Nc

Na∑

k=1

∑

|d̂[i]|=A[k]
e

j2π(l−m)(i−1)
Nc |d̂[i ]|2

=
Na∑

k=1

(A[k])2

Nc

∑

|d̂[i]|=A[k]
e

j2π(l−m)(i−1)
Nc .

When Nc � Na we have 1
Nc

∑
|d̂[i]|=A[k] e

j2π(l−m)(i−1)
Nc � 1 and

hence Cg[l, m] � 1.
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