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Abstract This paper presents a patchwork-based watermarking method for stereo
audio signals, which exploits the similarity of the two sound channels of stereo
signals. Given a segment of stereo signal, we first compute the discrete Fourier trans-
forms (DFTs) of the two sound channels, which yields two sets of DFT coefficients.
The DFT coefficients corresponding to certain frequency range are divided into
multiple subsegment pairs and a criterion is proposed to select those suitable for
watermark embedding. Then a watermark is embedded into the selected subseg-
ment pairs by modifying their DFT coefficients. The exact way of modification is
determined by a secret key, the watermark to be embedded, and the DFT coefficients
themselves. In the decoding process, the subsegment pairs containing watermarks are
identified by another criterion. Then the secret key is used to extract the watermark
from the watermarked subsegments. Compared to the existing patchwork methods
for audio watermarking, the proposed method does not require knowledge of which
segments of the watermarked audio signal contain watermarks and is more robust to
conventional attacks.
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1 Introduction

The past decade has seen an unprecedented surge in the production and distribution
of digital media, facilitated by the significant advances in communication networks,
computers and multimedia technology. This inevitably leads to strong demand for
copyright protection. Traditionally, copyright information (such as publisher’s name,
signature, logo, ID number, etc.) is embedded into the header of the media files.
However, the copyright data hidden in the header can be easily changed or removed
by using commercial audio processing softwares. Due to copyright infringement, the
multimedia publishing industry loses many millions of dollars every year. Digital
watermarking is an important technology to deal with this problem [8, 10, 13–15, 22–
25, 27, 29, 34, 41, 44, 45, 47], aiming to hide watermark data (e.g., copyright informa-
tion) into the actual media object without affecting its normal usage. While digital
watermarking can be applied to various media data such as audio, image [22–25, 29,
34, 41] and video [8], we limit our attention to audio watermarking in this paper.

The effectiveness of an audio watermarking method is mainly assessed from three
aspects: imperceptibility, robustness and security. Imperceptibility refers to that a
normal listener cannot distinguish the difference between the host audio signal and
the watermarked signal. Robustness indicates the ability of preventing the embedded
watermarks from being removed or altered by various attacks such as noise addition,
compression, and re-sampling. Security means that an unauthorized user cannot
extract the watermark data from the watermarked signal without using a secret key.
In addition to these aspects, the computation complexity and watermark embedding
rate should also be considered [21, 26]. Furthermore, with respect to decoding, blind
methods that can extract watermarking data without resort to host audio signal is de-
sirable as semi-blind and non-blind methods are not applicable to most practical ap-
plications [15]. Over the past decade, many audio watermarking methods have been
developed by using different techniques such as spread-spectrum [17, 28, 38], support
vector regression [16, 20, 39], low frequency modification [9, 21], transform domain
[11], compressed domain [35], singular value decomposition [1, 5], echo-hiding
[7, 10, 18, 44, 45], and patchwork [2, 15, 30, 47]. The watermarking methods based on
patchwork technique are very promising due to their remarkable robustness against
conventional attacks. They also have good imperceptibility and high level of security.

Patchwork technique was originally proposed by Bender et al. for image wa-
termarking [4] and then Arnold applied this technique to audio watermarking [2].
After that, the modified patchwork algorithm (MPA) was proposed by Yeo and Kim
to improve watermarking performance [47]. In MPA, the digital cosine transform
coefficients obtained from one audio segment are used to form four patches. Two
of these patches are used for embedding watermark bit “1” and the other two
patches are utilized for embedding watermark bit “0”. The MPA requires that the
selected patches have the same statistical characteristic. This requirement cannot
be guaranteed in practice as each patch only has a limited number of samples
and increasing the length of the patches will result in low watermark embedding
rate [15]. Kalantari et al. proposed a multiplicative patchwork method in [15] to
deal with this problem. In [15], two patches are constructed by using the wavelet
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transform coefficients of one host audio segment. A host audio segment is chosen for
watermark embedding only if the two patches associated with it have comparable
statistical characteristics. Based on this segment selection criterion, a substantial
percentage of audio segments are not used to embed watermarks. Since watermarks
are embedded in selected host audio segments, in the decoding process one needs
to know which segments of the watermarked signal contain watermarks. Without
this information, a large number of false watermarks will be “extracted” from the
un-watermarked audio segments. However, Kalantari et al. [15] does not provide
an answer to this question. While an approach was proposed in [36] to estimate the
indices of selected image frames, it cannot be directly applied nor simply modified to
identify the watermarked segments encountered in [15]. Recently, Natgunanathan et
al. have proposed an audio watermarking method based on the patchwork concept
[30]. In [30], one audio segment is divided into two subsegments and two sets of
patches are chosen from both subsegments. Watermarks are only embedded into the
selected patches which are decided based on a criterion. This method needs long
audio segments to obtain a satisfactory detection rate. Its performance deteriorates
considerably with the increase of embedding rate.

Although nowadays most audio signals are stereo signals, the above mentioned
watermarking methods are developed only for mono audio signals. The water-
marking methods that are specifically designed for stereo audio signals are scarce
[6, 12, 19, 37]. In [37], three watermarking schemes are proposed for stereo signals
but two of them are non-blind and none of them is secure since they do not use secret
key in the embedding and decoding processes. Similarly, the method in [12] is non-
blind and the method in [19] is not secure. In [6], Cao et al. utilize a bit replacement
technique to hide watermarks but this method is not robust to some conventional
attacks such as noise addition attack and compression attack.

In this paper, we propose a patchwork-based method for stereo audio water-
marking. Since human auditory system is insensitive to high frequency components
and very low frequency components of audio signals, these frequency regions are
not suitable for watermark embedding as watermarks embedded in these frequency
regions can be easily removed by some intentional or unintentional attacks such as
compression attack. As a result, the proposed method is designed in the discrete
Fourier transform (DFT) domain to ensure that watermarks will not be embedded
into these frequency regions. The proposed watermarking method makes use of
the similarity of the left and right sound channels of a stereo audio signal and is
implemented in frequency domain. First, the host stereo audio signal is segmented.
For a given segment of the host signal, we apply DFT to its sound channels to obtain
two sets of DFT coefficients. After discarding those DFT coefficients associated with
frequencies that are vulnerable to compression-type attacks or are not audible, the
remaining DFT coefficients are divided into multiple subsegment pairs. The two
subsegments in each subsegment pair correspond to the left and right sound chan-
nels, respectively. A criterion is used to select those subsegment pairs suitable for
embedding watermarks. This step is essential to ensuring that the watermarked signal
is of high perceptual quality. For each subsegment in a subsegment pair, the corre-
sponding DFT coefficients are classified into two groups based on a pseudonoise
(PN) sequence, which serves as a secret key in the decoding process. Thus we can get
two pairs of groups from one subsegment pair. Then a watermark is embedded into
the subsegment pair by modifying the DFT coefficients in the two pairs of groups.
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The same watermark is also embedded into other subsegment pairs to enhance
robustness. A special feature of our watermark embedding approach is that the mean
of moduli of a watermarked subsegment is the same as that of its host counterpart.
This feature can be employed to identify the watermarked subsegment pairs at
the decoding side. After that, the watermark can be easily extracted from each
watermarked audio segment by using the secret key, without resort to the host audio
signal.

The proposed method is superior to the existing patchwork audio watermarking
methods as it does not need to know whether a segment from the watermarked
signal contains a watermark or not and is more robust to conventional attacks.
Experimental results show the effectiveness of our method, in comparison with the
methods in [15, 19, 30]. The remainder of this paper is organized as follows. The
new method is presented in Section 2 and its robustness against conventional attacks
is analyzed in Section 3. The experimental results are shown in Section 4. Finally,
Section 5 concludes the paper.

2 Proposed method

In this section, we present the new patchwork-based stereo audio watermarking
method. It utilizes the multiplicative patchwork concept but explicitly exploits the
similarity existed in the stereo sound channels to achieve desired performance.

2.1 Watermark embedding

2.1.1 Segmentation of host audio signal

The segmentation of the host audio signal is shown in the upper part of Fig. 1. The
host stereo audio signal is first divided into segments of equal length, where the
segment length is chosen empirically. For each chosen segment, a digital watermark
bit, which is either “1” or “0”, will be inserted into it. Clearly, a stereo audio segment
includes two channel segments and we denote the left and right channel segments
by xL(n) and xR(n), respectively. Let XL(k) and XR(k) be the DFTs of xL(n) and
xR(n), respectively. Since human auditory system is insensitive to signals that are of
high frequencies or very low frequencies, watermarks embedded in high frequency
region or very low frequency region can be easily removed by some intentional or
unintentional attacks such as compression attack. For this reason, we use a low to
middle frequency region, say ( fmin, fmax), to embed watermarks. We denote the parts
of XL(k) and XR(k) related to the frequency region ( fmin, fmax) by XL(k) and XR(k),
respectively.

An effective way of further enhancing robustness is to insert one watermark bit
into a stereo audio segment multiple times. To implement this, we break up XL(k)

(resp. XR(k)) into M subsegments of length N, where N is an even number, and
denote the mth subsegment by XL,m(k) (resp. XR,m(k)). Assume that the length of
XL(k) and XR(k) is K = MN and define

XL(k)
�= {a1, a2, . . . , aK} , XR(k)

�= {b 1, b 2, . . . , b K} . (1)
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Fig. 1 Illustration of host audio signal segmentation and DFT coefficients classification

From (1), it follows

XL,m(k)
�= {

am,1, am,2, . . . , am,N
}

= {
a(m−1)N+1, a(m−1)N+2, . . . , amN

}
(2)

XR,m(k)
�= {

b m,1, b m,2, . . . , b m,N
}

= {
b (m−1)N+1, b (m−1)N+2, . . . , b mN

}
(3)

where m = 1, 2, . . . , M. Here XL,m(k) and XR,m(k) form the mth subsegment pair,
and M subsegment pairs can be constructed from one stereo audio segment.

Let X̄L,m and X̄R,m be the means of |XL,m(k)| and |XR,m(k)|, respectively, where
|a| stands for the modulus of complex number a. It results from (2) and (3) that

X̄L,m = 1
N

N∑

l=1

|am,l|, (4)

X̄R,m = 1
N

N∑

l=1

|b m,l|. (5)

To avoid audible distortions in the watermarked signal, watermark bits should not
be implanted into the subsegment pairs that have little contents. A subsegment pair
is selected to embed a watermark only if

min
{
X̄L,m, X̄R,m

}
≥ σ (6)
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where 1 ≤ m ≤ M and σ is a small positive threshold which can be chosen em-
pirically. If all the M subsegment pairs in a stereo audio segment do not satisfy
the selection criterion (6), this stereo audio segment will not be used to embed
watermark. We assume without loss of generality that out of the M subsegment pairs,
the first Q subsegment pairs satisfy condition (6) and are selected for watermark
embedding, where Q ≤ M.

2.1.2 Classification of DFT coefficients

Security is a key aspect that must be considered in the development of watermarking
methods. In order to introduce security into our watermarking method, we use a PN
sequence to classify the DFT coefficients in a selected subsegment pair, say the qth
subsegment pair, into two pairs of groups. Let

p(n) = {p1, p2, . . . , pN} (7)

be a randomly generated PN sequence of length N, where pi ∈ {1, 2, . . . , N}, and
pi �= pj if i �= j. For example, if N = 30, a possible PN sequence could be p(n) =
{14, 1, 30, . . . , 11, 7, 21}.

Then the first N/2 elements of p(n) are employed to find the first pair of groups
in a subsegment pair. Based on the symbols given in (2), (3) and (7), the first pair of
groups corresponding to the qth subsegment pair consisting of XL,q(k) and XR,q(k)
can be obtained by

XL,q,1(k) = {
aq,p1 , aq,p2 , . . . , aq,pN/2

}
(8)

XR,q,1(k) = {
bq,p1 , bq,p2 , . . . , bq,pN/2

}
(9)

where q = 1, 2, . . . , Q. Similarly, the second pair of groups associated with the qth
subsegment pair can be constructed by using the last N/2 elements of p(n) as

XL,q,2(k) = {
aq,pN/2+1 , aq,pN/2+2 , . . . , aq,pN

}
(10)

XR,q,2(k) = {
b q,pN/2+1 , bq,pN/2+2 , . . . , bq,pN

}
(11)

where q = 1, 2, . . . , Q. The classification of DFT coefficients is illustrated in the
lower part of Fig. 1.

Next we shall show how to insert a digital watermark into the segment pair
by modifying the DFT coefficients in XL,q,i(k) and XR,q,i(k), where i = 1, 2 and
q = 1, 2, . . . , Q.

2.1.3 Insertion of watermark

For a given q, let αL,q,1, αR,q,1, αL,q,2 and αR,q,2 be four positive real constants. Let
YL,q,1(k), YR,q,1(k), YL,q,2(k) and YR,q,2(k) be the modified counterparts of XL,q,1(k),
XR,q,1(k), XL,q,2(k) and XR,q,2(k), respectively. We insert a digital watermark into the
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qth subsegment pair by modifying the DFT coefficients in the two pairs of groups as
follows:

{
YL,q,1(k) = αL,q,1 ×XL,q,1(k)
YR,q,1(k) = αR,q,1 ×XR,q,1(k)

(12)

and
{
YL,q,2(k) = αL,q,2 ×XL,q,2(k)
YR,q,2(k) = αR,q,2 ×XR,q,2(k)

. (13)

Here αL,q,i and αR,q,i, i = 1, 2 take values from the range [αmin, αmax], where

αmax = 1 + γ (14)

αmin = 1 − γ (15)

with γ ∈ (0, 1). To embed watermark bit “0”, we set
{

αL,q,1 > 1
αR,q,1 < 1 and

{
αL,q,2 < 1
αR,q,2 > 1 . (16)

Similarly, to embed watermark bit “1”, we set
{

αL,q,1 < 1
αR,q,1 > 1 and

{
αL,q,2 > 1
αR,q,2 < 1 . (17)

Clearly, αL,q,i and αR,q,i, i = 1, 2 should be close to 1 to ensure that the wa-
termarked signal has good perceptual quality. On the other hand, if they are too
close to 1, the watermarked signal will be vulnerable to attacks. To consider both
requirements, a typical value for γ can be chosen as γ = 0.05, which is small enough
to guarantee imperceptibility. After the range [αmin, αmax] is determined, the values
of αL,q,1, αR,q,1, αL,q,2 and αR,q,2 should be as distant from 1 as possible (or as close
to αmin and αmax as possible) to ensure satisfactory robustness.

Furthermore, we require that the modifications in (12) and (13) do not change
the means of the moduli of every subsegment pair. Let YL,q(k) and YR,q(k) be the
modified counterparts of XL,q(k) and XR,q(k) respectively, and ȲL,q and ȲR,q be the
means of |YL,q(k)| and |YR,q(k)| respectively. We also denote the means of |XL,q,i(k)|
and |XR,q,i(k)| by X̄L,q,i and X̄R,q,i respectively, and the means of |YL,q,i(k)| and
|YR,q,i(k)| by ȲL,q,i and ȲR,q,i respectively, where i = 1, 2. This requirement means

ȲL,q = X̄L,q or
ȲL,q,1 + ȲL,q,2

2
= X̄L,q,1 + X̄L,q,2

2
(18)

and

ȲR,q = X̄R,q or
ȲR,q,1 + ȲR,q,2

2
= X̄R,q,1 + X̄R,q,2

2
. (19)

Ensuring (18) and (19) in watermark embedding is important as they can be exploited
to identify the watermarked subsegment pairs at the decoding end.

Now the challenging task is how to find the positive real constants αL,q,1, αR,q,1,
αL,q,2 and αR,q,2 such that (16), (18) and (19) are ensured when the watermark bit
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“0” is embedded, and (17), (18) and (19) are satisfied when the watermark bit “1” is
embedded. To proceed, we first define

f (θ1, θ2, θ3) = −
(

θ1

θ2

)
θ3 + θ1 + θ2

θ2
. (20)

Then we propose to insert watermark bit “0” into the subsegment pair by using the
following α values in (12) and (13):

αL,q,1, αL,q,2 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

if X̄L,q,1 < X̄L,q,2

αL,q,1 = αmax = 1 + γ

αL,q,2 = f
(
X̄L,q,1, X̄L,q,2, (1 + γ )

)

Otherwise

αL,q,1 = f
(
X̄L,q,2, X̄L,q,1, (1 − γ )

)

αL,q,2 = αmin = 1 − γ

(21)

and

αR,q,1, αR,q,2 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

if X̄R,q,1 < X̄R,q,2

αR,q,1 = αmin = 1 − γ

αR,q,2 = f
(
X̄R,q,1, X̄R,q,2, (1 − γ )

)

Otherwise

αR,q,1 = f
(
X̄R,q,2, X̄R,q,1, (1 + γ )

)

αR,q,2 = αmax = 1 + γ

. (22)

If the watermark bit to be inserted is “1”, the α values below are employed:

αL,q,1, αL,q,2 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

if X̄L,q,1 < X̄L,q,2

αL,q,1 = αmin = 1 − γ

αL,q,2 = f
(
X̄L,q,1, X̄L,q,2, (1 − γ )

)

Otherwise

αL,q,1 = f
(
X̄L,q,2, X̄L,q,1, (1 + γ )

)

αL,q,2 = αmax = 1 + γ

(23)

and

αR,q,1, αR,q,2 :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

if X̄R,q,1 < X̄R,q,2

αR,q,1 = αmax = 1 + γ

αR,q,2 = f
(
X̄R,q,1, X̄R,q,2, (1 + γ )

)

Otherwise

αR,q,1 = f
(
X̄R,q,2, X̄R,q,1, (1 − γ )

)

αR,q,2 = αmin = 1 − γ

. (24)

Depending on the watermark to be embedded (“0” or “1”), the relationship
between X̄L,q,1 and X̄L,q,2, and the relationship between X̄R,q,1 and X̄R,q,2, it can
be seen from (21)–(24) that there exist eight sets of α values. It can be shown that
these sets of α values either satisfy (16) or (17), depending on the watermark bit to
be embedded. Furthermore, they also satisfy (18) and (19). For example, two of the
eight sets of α values are as follows.
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Case 1 Assume X̄L,q,1 < X̄L,q,2, X̄R,q,1 ≥ X̄R,q,2, and the watermark to be em-
bedded is “0”. It follows from (21) and (22) that αL,q,1 = 1 + γ , αL,q,2 =
f
(
X̄L,q,1, X̄L,q,2, (1 + γ )

)
, αR,q,1 = f

(
X̄R,q,2, X̄R,q,1, (1 + γ )

)
and αR,q,2 = 1 + γ .

Considering (20), it is easy to verify that this set of α values satisfy (16), (18)
and (19).

Case 2 Assume X̄L,q,1 < X̄L,q,2, X̄R,q,1 ≥ X̄R,q,2, and the watermark to be embedded
is “1”. It can be found from (23) and (24) that the set of α values are αL,q,1 = 1 − γ ,

αL,q,2 = f
(
X̄L,q,1, X̄L,q,2, (1 − γ )

)
, αR,q,1 = f

(
X̄R,q,2, X̄R,q,1, (1 − γ )

)
and αR,q,2 =

1 − γ , which satisfy (17)–(19).

Based on the watermark embedding scheme in (12) and (13), one can insert the
same watermark into all the Q subsegment pairs of a selected segment pair, i.e.,
one watermark bit is embedded into the selected segment pair Q times. Then the
watermarked stereo audio segment can be obtained by applying the inverse discrete
Fourier transform (IDFT) to the modified segment pair.

In summary, in the proposed watermarking method, the watermarks containing
copyright information are added to the audio signal by modifying its frequency
components. Only the frequency components in the range between fmin and fmax

are modified. In other words, the watermarks are embedded into certain frequency
range of the audio signal. This makes the proposed method robust against high-pass
filtering, low-pass filtering and compression attacks. As will be shown in Section 3,
the new method is also robust to many other common attacks such as noise, re-
quantization, re-sampling, and amplitude attacks. All these make the proposed
method more useful in practical applications.

2.2 Watermark decoding

This subsection presents a decoding scheme to extract watermarks from the water-
marked stereo audio signal by utilizing the PN sequence p(n) as a secret key. It is a
blind decoding scheme as it does not rely on the host audio signal.

2.2.1 Identif ication of watermarked subsegment pairs

Similar to segmenting the host audio signal in the watermark embedding process,
one can segment the watermarked stereo audio signal in the same manner to form
the corresponding DFT-domain segment pairs and each of the segment pairs consists
of M subsegment pairs. Given a segment pair, the M subsegment pairs are labelled as
YL,m(k) and YR,m(k), m = 1, 2, . . . , M. Here, YL,m(k) and YR,m(k) are respectively
the counterparts of XL,m(k) and XR,m(k) attained from the host audio signal.

Recall that in the watermark embedding process, if the selection criterion (6)
does not hold, the subsegment pair XL,m(k) and XR,m(k) will not be used to embed
watermark. Thus the watermarked stereo audio signal would have both watermarked
and un-watermarked subsegment pairs in the DFT domain. Therefore, prior to
watermark extraction from the subsegment pair YL,m(k) and YR,m(k), it is essential
to find whether this subsegment pair contains a watermark bit or not.
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As we mentioned in the Section 2.1, the proposed watermark embedding scheme
ensures (18) and (19), i.e.,

ȲL,m = X̄L,m and (25)

ȲR,m = X̄R,m. (26)

Based on this property, a criterion similar to (6) can be proposed to examine whether
a subsegment pair is watermarked or not. Specifically, if

min
{
ȲL,m, ȲR,m

}
≥ σ (27)

the subsegment pair YL,m(k) and YR,m(k) contains a watermark. In the absence of
attacks, all the Q watermarked subsegment pairs in the given segment pair can be
identified using (27). Then one can extract the embedded watermark by using the
watermark extraction approach to be presented next. If none of the M subsegment
pairs satisfies (27), the concerned segment pair does not contain a watermark and
watermark extraction should not be conducted.

2.2.2 Extraction of watermark

Assume without loss of generality that the Q watermarked subsegment pairs
are YL,q(k) and YR,q(k), where q = 1, 2, . . . , Q. Similar to classifying the DFT
coefficients of XL,q(k) and XR,q(k) in the watermark embedding process, we can
use the PN sequence p(n) to classify the DFT coefficients of YL,q(k) and YR,q(k)
in the same way to obtain two pairs of groups: YL,q,1(k) and YR,q,1(k) in one pair and
YL,q,2(k) and YR,q,2(k) in the other pair. The means of their moduli are labelled as
ȲL,q,1, ȲR,q,1, ȲL,q,2 and ȲR,q,2, respectively.

To extract the embedded watermark from the qth subsegment pair YL,q(k) and
YR,q(k), we define

Ȳ ′
R,q,1 = ȲR,q,1 +

(
ȲL,q − ȲR,q

)
(28)

Ȳ ′
R,q,2 = ȲR,q,2 +

(
ȲL,q − ȲR,q

)
(29)

where ȲL,q and ȲR,q are the means of |YL,q(k)| and |YR,q(k)|, respectively. Then the
embedded watermark can be extracted using the following criterion:

– If ȲL,q,1 > Ȳ ′
R,q,1 and ȲL,q,2 < Ȳ ′

R,q,2, the watermark bit embedded in the qth
subsegment pair is “0”.

– Otherwise, the watermark bit embedded in the qth subsegment pair is “1”.

Next we use two examples to illustrate the above watermark extraction criterion.
As we have mentioned in the watermark embedding process (Section 2.1), eight

set of α values could be used for watermark embedding, depending on the watermark
to be embedded and the values of X̄L,q,1, X̄L,q,2, X̄R,q,1 and X̄R,q,2. In the first
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example, we consider the watermark embedding Case 1. One can see that in Case 1,
the α values used to embed watermark bit “0” are

αL,q,1 = 1 + γ (30)

αL,q,2 = −
(
X̄L,q,1

X̄L,q,2

)

(1 + γ ) + X̄L,q,1 + X̄L,q,2

X̄L,q,2
(31)

αR,q,1 = −
(
X̄R,q,2

X̄R,q,1

)

(1 + γ ) + X̄R,q,1 + X̄R,q,2

X̄R,q,1
(32)

αR,q,2 = 1 + γ (33)

where αL,q,2 and αR,q,1 result from (20). Based on this set of α values, it follows from
(12) and (13) that

ȲL,q,1 = (1 + γ )X̄L,q,1 (34)

ȲL,q,2 = −X̄L,q,1(1 + γ ) + X̄L,q,1 + X̄L,q,2 (35)

ȲR,q,1 = −X̄R,q,2(1 + γ ) + X̄R,q,1 + X̄R,q,2 (36)

ȲR,q,2 = (1 + γ )X̄R,q,2. (37)

Then, from (28) and (29), it yields

Ȳ ′
R,q,1 = −X̄R,q,2(1 + γ ) + X̄R,q,1 + X̄R,q,2

+
(
X̄L,q,1 + X̄L,q,2

2

)

−
(
X̄R,q,1 + X̄R,q,2

2

)

(38)

Ȳ ′
R,q,2 = (1 + γ )X̄R,q,2

+
(
X̄L,q,1 + X̄L,q,2

2

)

−
(
X̄R,q,1 + X̄R,q,2

2

)

. (39)

From the expressions of ȲL,q,i, ȲR,q,i and Ȳ ′
R,q,i ( i = 1, 2), one can easily obtain

ȲL,q,1 − Ȳ ′
R,q,1 = (1 + γ )X̄L,q,1 + X̄R,q,2(1 + γ ) − X̄R,q,1 − X̄R,q,2

− X̄L,q,1 + X̄L,q,2

2
+ X̄R,q,1 + X̄R,q,2

2
(40)

=
(
X̄L,q,1 − X̄L,q,2

2
− X̄R,q,1 − X̄R,q,2

2

)

+ γ
(
X̄L,q,1 + X̄R,q,2

)
. (41)

Since the elements of XL,q,1(k) and XL,q,2(k) are randomly selected from XL,q(k),
the absolute value |X̄L,q,1 − X̄L,q,2| is generally small. Similarly, |X̄R,q,1 − X̄R,q,2| is
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also small. Furthermore, since the left and right channels of a stereo audio signal
have similar characteristics, the values of (X̄L,q,1 − X̄L,q,2) and (X̄R,q,1 − X̄R,q,2) are

usually very close. Due to these two reasons,
(
X̄L,q,1−X̄L,q,2

2 − X̄R,q,1−X̄R,q,2

2

)
≈ 0. From

(40), this implies ȲL,q,1 − Ȳ ′
R,q,1 ≈ γ

(
X̄L,q,1 + X̄R,q,2

)
> 0.

Similarly, we have

ȲL,q,2 − Ȳ ′
R,q,2 = −X̄L,q,1(1 + γ ) + X̄L,q,1 + X̄L,q,2 − (1 + γ )X̄R,q,2

− X̄L,q,1 + X̄L,q,2

2
+ X̄R,q,1 + X̄R,q,2

2
(42)

=
(
X̄L,q,2 − X̄L,q,1

2
− X̄R,q,2 − X̄R,q,1

2

)

− γ
(
X̄L,q,1 + X̄R,q,2

)
(43)

≈ −γ
(
X̄L,q,1 + X̄R,q,2

)

< 0. (44)

Since ȲL,q,1 > Ȳ ′
R,q,1 and ȲL,q,2 < Ȳ ′

R,q,2 for this case, according to the proposed
watermark extraction criterion, the watermark bit “0” is extracted.

In the second example, we consider the watermark embedding Case 2, where the
embedded watermark bit is “1”. Following the procedure used in the first example,
we can obtain

ȲL,q,1 − Ȳ ′
R,q,1 =

(
X̄L,q,1 − X̄L,q,2

2
− X̄R,q,1 − X̄R,q,2

2

)

− γ (X̄L,q,1 + X̄R,q,2) (45)

< 0

and

ȲL,q,2 − Ȳ ′
R,q,2 =

(
X̄L,q,2 − X̄L,q,1

2
− X̄R,q,2 − X̄R,q,1

2

)

+ γ (X̄L,q,1 + X̄R,q,2) (46)

> 0.

Since ȲL,q,1 < Ȳ ′
R,q,1 and ȲL,q,2 > Ȳ ′

R,q,2, the watermark bit “1” is extracted.
In the same way, it can be verified that the watermark bit embedded by using any

set of α values satisfying (21) and (22), or (23) and (24) can be extracted from the qth
subsegment pair YL,q(k) and YR,q(k). Based on the watermark bits extracted from
the Q subsegment pairs, the majority rule is then used to determine whether the
embedded watermark in the given segment pair is “0” or “1”. Similarly, watermarks
can be extracted from other watermarked segment pairs.
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Remark 1 From (40) and (42), we can see that the correct extraction of watermarks is

determined by the relationship between
∣
∣
∣
(
X̄L,q,1 − X̄L,q,2

)
−

(
X̄R,q,1 − X̄R,q,2

)∣
∣
∣ and

(X̄L,q,1 + X̄R,q,2). More precisely, the smaller the value of R1 =
∣
∣
∣
(
X̄L,q,1 − X̄L,q,2

)
−

(
X̄R,q,1 − X̄R,q,2

)∣
∣
∣ /(X̄L,q,1 + X̄R,q,2), the better watermark extraction performance.

This value is usually small for stereo signals. However, if only one sound channel,
say the left sound channel, is considered, the corresponding value becomes R2 =∣
∣
∣
(
X̄L,q,1 − X̄L,q,2

)∣
∣
∣ /X̄L,q,1. We used 1,000 subsegment pairs randomly selected from

various stereo music genres to compute R1 and R2, and we got R1 = 0.0107 and
R2 = 0.0855. Clearly, R1 is much smaller than R2. This means that using stereo signal
can considerably improve the performance of watermark extraction.

3 Analysis of robustness against attacks

In this section, we briefly analyzed the robustness of the proposed watermarking
method against some conventional attacks.

(1) Compression attack: Compression attack is very common in practice and often
occurs unintentionally, e.g., someone compresses audio data to reduce data size.
Two typical compression algorithms are MPEG 1 Layer III (MP3) and MPEG 4
advanced audio coding (AAC). It is known that human auditory system is not
sensitive to frequency components above certain frequency threshold ft and
is also insensitive to small-amplitude frequency components masked by large-
amplitude neighbouring frequency components [37]. ft is 20 kHz in general
but could reduce to about 16 kHz for adults. Taking advantage of this fact,
the compression algorithms remove high frequency components and small-
amplitude frequency components from a signal.
The proposed watermarking method uses the frequency region ( fmin, fmax) to
embed watermarks. If fmax is properly chosen to satisfy fmax < ft, discarding
high frequency components will not affect watermark extraction. On the other
hand, the new method extracts watermark from a subsegment pair by com-
paring ȲL,q,i and Ȳ ′

R,q,i, which are two mean values associated with the left
and right channels of the stereo audio signal respectively. Clearly, the small-
amplitude frequency components have very limited contributions to ȲL,q,i

and Ȳ ′
R,q,i. Besides, both the left and right channels contain similar frequency

contents. Thus, removing small-amplitude frequency components from both
channels simultaneously has little impact on watermark extraction. Therefore,
the proposed method is robust to compression attack.

(2) Noise and re-quantization attacks: Re-quantization attack can be considered as
a type of noise attack because re-quantization adds quantization noise to the
watermarked signal. Both noise attack and re-quantization attack are additive
to the signal in time domain and subsequently are additive in frequency domain
as well. Furthermore, when a stereo audio signal is attacked by these attacks,
both the left and right channels are affected in the same manner. Consequently,
adding similar noise terms to ȲL,q,i and Ȳ ′

R,q,i does not significantly change

ȲL,q,i − Ȳ ′
R,q,i.
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(3) Re-sampling (RS) attack: Under this attack, watermarked signals are down-
sampled and then up-sampled (or the other way ) back to its original sampling
rate. Assume that the original sampling rate is f0 and is reduced to fd in the
down-sampling process. To avoid frequency aliasing, frequency components
greater than fd/2 are removed from a signal [31]. This is similar to the low-
pass filtering scenario in compression attack. If fmax is selected appropriately,
the impact of re-sampling attack on watermark extraction is very small.

(4) Amplitude attack: Under this attack, the amplitudes of watermarked stereo
audio signals are scaled by a positive constant. Obviously, the mono audio
signals in the left and right channels will be multiplied by the same constant to
preserve perceptual quality after the attack. Subsequently, the DFT coefficients
of the mono signal in the left channel and those of the mono signal in the right
channel are scaled by the same constant. Clearly, this will not alter the sign of
the difference between ȲL,q,i and Ȳ ′

R,q,i. As a result, amplitude attack does not
have an effect on the performance of our watermarking method.

(5) Filtering attack: This attack is either based on low-pass filtering or high-pass
filtering, which removes perceptually insignificant portion of the frequency
spectrum from the watermarked audio signal. In the proposed method, one
watermark is embedded multiple times into an audio segment pair within the
frequency range ( fmin, fmax). Since most part of this frequency range corre-
sponds to the perceptually significant region, only very few subsegment pairs
will be affected by a filtering attack. Furthermore, the watermark embedded in
an audio segment pair is determined by using majority rule, so filtering attack
has negligible effect on the robustness of the proposed method.

We would like to note that in watermark embedding, the proposed method
inserts the same watermark bit into multiple subsegment pairs of a segment pair.
If the subsegment pairs severely affected by attacks are minority, correct watermark
extraction can still be achieved. This further enhance the robustness of our method.

Remark 2 Like other patchwork-based audio watermarking methods [2, 15, 47], the
proposed method assumes that the encoder and decoder are synchronized. It can
be combined with the synchronization mechanisms in [40, 42] to cope with de-
synchronization attacks such as fractional delay and cropping.

Remark 3 Although the decoding process can be viewed as a blind signal processing
problem, the existing blind methods, such as those in [32, 43, 46], cannot solve this
problem as they require certain conditions on the host signal and the mixing system.

4 Experimental results

In this section, experimental results are provided to illustrate the performance of the
proposed watermarking method. In the experiments, we used 160 stereo audio clips
belonging to four different categories as host signals, which are as follows:

– Western music (WM): 40 clips containing pop, jazz, rock and roll music;
– Eastern music (EM): 40 clips containing Carnatic, Eastern classical, country and

folk music.
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– Speeches (SP): 40 clips containing male and female voices.
– Others (OT): 40 clips containing rain, bird, animal and drum sounds.

All these stereo audio clips have a duration of 60 sec, which sum to a total stereo
audio length of 160 min. They are sampled at the rate of 44.1 kHz, quantized with 16
bits, and then segmented. Each stereo audio segment contains 4,410 samples and
each sample includes two values corresponding to the left and right sound chan-
nels, respectively. This segment length is chosen empirically to ensure satisfactory
robustness and embedding rate. It should be noted that higher embedding rate can be
obtained by reducing the segment length at the expense of lower robustness. Other
parameters used in the experiments are fmin = 20 Hz, fmax = 10 kHz, M = 15 and
σ = 0.1.

A practically useful watermarking method should ensure that the watermarked
signals have good perceptual quality and are robust to conventional attacks. We
employ the Perceptual Evaluation of Audio Quality (PEAQ) algorithm [33], as used
in [3, 15], to asses the imperceptibility of the watermarked signals. The PEAQ algo-
rithm compares the quality of the host (un-watermarked) signal with its watermarked
counterpart and returns a parameter called Objective Difference Grade (ODG). The
ODG value ranges from −4 to 0, where the higher ODG value the better perceptual
quality.

To measure the robustness, we define the detection rate (DR) as follows:

DR =
(

Number of watermarks correctly extracted
Number of watermarks embedded

)
× 100 %.

The following common attacks are utilized in the evaluation of robustness:

– Closed-loop attack: The watermarks are extracted from the watermarked signals
without any attacks.

– Re-quantization attack: Each sample of the watermarked signals is re-quantized
to 8 bits (i.e., 16 bits → 8 bits re-quantization) [7, 18].

– RS attack: The watermarked signals are down-sampled to 22.05 kHz and 16 kHz,
respectively, and then up-sampled back to 44.1 kHz (i.e., 44.1 kHz → 22.05 kHz
→ 44.1 kHz re-sampling and 44.1 kHz → 16 kHz → 44.1 kHz re-sampling).

– Noise attack: Random noise is added to the watermarked signals, where the ratio
of the watermarked signal to noise is 20 dB.

– Amplitude attack: The amplitudes of the watermarked signals are increased by
1.2 times and 1.8 times, respectively.

– MP3 attack: MPEG 1 Layer III compression is performed on the watermarked
signals.

– AAC attack: MPEG 4 advanced audio coding based compression is performed
on the watermarked signals.

– HPF attack: High-pass filters with cutoff frequencies 50 Hz and 100 Hz are
applied to the watermarked signal.

– LPF attack: Low-pass filters with cutoff frequencies 12 kHz and 8 kHz are applied
to the watermarked signal.

Firstly, we compare the proposed method with the patchwork methods in [15, 30].
Specifically, we compare the robustness of these methods under the same perceptual
quality with ODG = −0.3 and the same embedding rate of 10bps. Since the methods
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in [15, 30] are designed for mono audio signals, we only used one channel of the
stereo audio signals for these methods. The ODG value of −0.3 ensures that the
watermarked signals by both methods have high imperceptibility. Table 1 shows the

Table 1 Detection rates of the proposed method, the method in [15] and the method in [30], where
ODG = − 0.3 for all three methods

Attacks Host signals DR (%)

Method in [15] Method in [30] Proposed method

Closed-loop WM 100 100 100
EM 100 100 100
SP 100 100 100
OT 100 100 100

Re-quantization WM 99.92 99.84 99.99
EM 99.54 99.26 99.96
SP 99.57 99.48 99.89
OT 99.47 98.84 99.80

RS (44/22/44) WM 98.03 90.07 100
EM 94.36 89.12 100
SP 99.12 96.52 100
OT 98.27 90.04 100

RS (44/16/44) WM 98.63 89.63 99.98
EM 93.46 88.96 99.98
SP 98.81 96.28 99.97
OT 97.77 89.65 99.91

Noise WM 98.98 97.52 99.62
EM 97.80 95.88 99.80
SP 95.21 94.85 99.56
OT 98.70 94.36 98.97

Amplitude (1.2) WM 100 100 100
EM 100 100 100
SP 100 100 100
OT 100 100 100

Amplitude (1.8) WM 100 100 100
EM 100 100 100
SP 100 100 100
OT 100 100 100

MP3 (128 kbps) WM 99.99 100 100
EM 99.96 100 100
SP 99.95 100 100
OT 99.87 100 100

AAC (128 kbps) WM 99.98 100 100
EM 99.98 99.98 100
SP 99.99 100 100
OT 99.91 100 100

HPF (50 Hz) WM 100 100 100
EM 99.97 100 100
SP 100 100 100
OT 100 100 100

HPF (100 Hz) WM 100 100 100
EM 99.57 100 100
SP 99.83 100 100
OT 99.96 100 100
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Table 1 (continued)

Attacks Host signals DR (%)

Method in [15] Method in [30] Proposed method

LPF (12 kHz) WM 100 99.99 100
EM 100 100 100
SP 99.87 99.73 100
OT 100 99.35 100

LPF (8 kHz) WM 99.96 99.53 99.98
EM 99.94 99.08 100
SP 99.84 99.80 100
OT 99.87 99.16 99.92

DRs of these methods under the above mentioned common attacks. Here, the bit
rate of 128 kbps is used for MP3 and AAC attacks. One can see that while all
the methods are robust to most of the attacks, the proposed method consistently
outperforms the methods in [15, 30]. This result is not surprising. As we have
discussed in Section 3, the new method is robust to common attacks. One can also
see from Table 1 that there is no clear relationship between the performance of the
proposed method and the audio clip categories. For example, the proposed method
works better for EM audio clips than for WM audio clips under noise attack but
the reverse result is obtained under re-quantization attack. It is important to point
out that the method in [15] requires additional information of which segments of
the watermarked audio signal contain watermarks. In the experiment, we assume
that this information is known at the decoding end for the method in [15]. However,
to our best knowledge, identifying the watermarked segments encountered in [15]
is still an open problem. So the usage of this watermarking method is restrictive in
practice. In contrast, our method does not require any additional information to find
the watermarked subsegments in the decoding process.

Secondly, we compare our method with the watermarking method in [19], which
is proposed for stereo audio signals. The ODG value of this method is −1.5. To do
a fair comparison, we also use the ODG value of −1.5 for our method, which can be
achieved by adjusting γ . The embedding rate of 10bps is utilized for both methods. It
can be seen from Table 2 that the proposed method performs better than the method
in [19]. Similar to the previous table in Table 2 there is no noticeable performance
variation pattern across music categories. We would like to note that since the ODG
value of −1.5 is far below zero, the watermarked audio signals are of low perceptual
quality, which is verified by our own listening test. When playing these watermarked
audio signals, we can hear obvious watermark-induced noise. Since the perceptual
quality of the watermarked signals by the method in [19] cannot be improved by
altering any parameter, this method is not suitable for practical applications.

Next, we further evaluate robustness of the proposed method against MP3 and
AAC attacks under different bit rates: 64 kbps, 96 kbps, 128 kbps, and 160 kbps.
These compression bit rates are widely used in real world applications. As shown
in Fig. 2, satisfactory detection rates have been achieved under both compression
attacks, at different bit rates, and for both western music and eastern music. Also, as
expected, the detection rates improve with the increase of bit rate. When the bit rate
is 128 kbps or higher, the embedded watermarks are extracted without any error.
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Table 2 Detection rates of the proposed method and the method in [19], where ODG = − 1.5 for
both methods

Attacks Host signals DR (%)

Method in [19] Proposed method

Closed-loop WM 100 100
EM 100 100
SP 100 100
OT 100 100

Re-quantization WM 99.76 100
EM 99.32 100
SP 99.85 100
OT 99.64 100

RS (44/22/44) WM 99.72 100
EM 97.81 100
SP 99.92 100
OT 99.69 100

RS (44/16/44) WM 99.66 100
EM 97.31 100
SP 99.88 100
OT 99.51 100

Noise WM 99.59 100
EM 98.33 100
SP 98.70 100
OT 99.42 100

Amplitude (1.2) WM 100 100
EM 100 100
SP 100 100
OT 100 100

Amplitude (1.8) WM 100 100
EM 100 100
SP 100 100
OT 100 100

MP3 (128 kbps) WM 99.75 100
EM 98.72 100
SP 100 100
OT 99.74 100

AAC (128 kbps) WM 99.70 100
EM 98.74 100
SP 99.91 100
OT 99.65 100

HPF (50 Hz) WM 99.83 100
EM 98.81 100
SP 100 100
OT 99.95 100

HPF (100 Hz) WM 99.78 100
EM 98.57 100
SP 100 100
OT 99.72 100

Finally, we compare the computational efficiency of the proposed method with
the methods in [15, 19, 30]. We measure the computational efficiency in terms of
the running time taken to embed one watermark bit. We carried out the simulation
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Table 2 (continued)

Attacks Host signals DR (%)

Method in [19] Proposed method

LPF (12 kHz) WM 99.74 100
EM 98.68 100
SP 100 100
OT 99.76 100

LPF (8 kHz) WM 99.68 100
EM 97.46 100
SP 100 100
OT 99.25 100

using a notebook computer with Microsoft Windows 7 (64-bit) operating system and
MATLAB. Other specifications of the computer include 4 GB RAM and 2.30 GHz
Intel Core i7-3610QM CPU. In the simulation, 10000 randomly selected audio
segments are used. It can be seen from the Table 3 that the proposed method takes
lesser time than the other two methods. So the proposed method is more efficient in
computation than the methods in [15, 19, 30].

Fig. 2 DRs under MP3 and
AAC attacks verses bit rate.
a Western music
b Eastern music
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Table 3 Running time taken
to embed one watermark bit

Methods Time taken (s)

Method in [15] 3.6849
Method in [30] 0.8324
Method in [19] 0.0129
Proposed method 0.0084

5 Conclusion

In this paper, a robust patchwork-based audio watermarking method is developed
for stereo audio signals, which hides watermarks into the two sound channels of the
host audio signal in frequency domain. The watermarks are embedded in such a way
that only certain frequency region is used for watermarking, each watermark bit is
inserted into multiple DFT subsegment pairs, and watermark embedding does not
change the mean of moduli of a subsegment. In the decoding process, the special
features of the watermark embedding scheme and the similarity of the two sound
channels are exploited to identify the watermarked subsegment pairs and then to
extract the embedded watermarks. Its robustness is analyzed in theory and verified
by experimental results. The new method is also secure, has high imperceptibility,
and does not need the host audio signal for watermark decoding. Compared with
existing patchwork watermarking methods, our method does not require information
of which segments of the watermarked audio signal enclose watermarks and is more
robust to conventional attacks.
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