Computers and Electronics in Agriculture 240 (2026) 111160

Contents lists available at ScienceDirect

omputers
and electronics
in agriculture

Computers and Electronics in Agriculture

journal homepage: www.elsevier.com/locate/compag

Original papers

CRODNet: Cascaded learning network for contactless top-view cattle rotated
object detection

Hui Kang *®>!| Yuqgi Zhang *', Longxiang Li?, Chunyang Li?, Sen Wang ?, Kai Niu?, Yue Rong°®,
Zhigiang He "

a2 Key Laboratory of Universal Wireless Communications, Ministry of Education, Beijing University of Posts and Telecommunications, Beijing, China
b School of Electrical Engineering, Computing and Mathematical Sciences Curtin University, Bentley, WA 6102, Australia

ARTICLE INFO ABSTRACT

Keywords: Cattle recognition and monitoring are critical components of precision livestock farming. However, most
Image alignment existing recognition methods require manual labor and inevitably involve direct contact with cattle, which
Object detection may cause stress responses in animals. To address these issues, our research focuses on top-view images, with

Keypoint detection
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the data acquisition process being contactless. To meet the data requirements for recognition and improve
data quality for enhanced recognition accuracy, we partition the overall goal into three sub-tasks, object
detection, keypoint detection and image alignment, and designed cattle rotated object detection network
(CRODNet) to address them. In the object detection stage, given the inherent characteristics of large body
and long rectangular shape, we implemented a pruned multi-head network for rapid cattle pre-selection,
ensuring that each image contains a cattle to meet the recognition data requirements. For keypoint detection,
we leveraged pre-selection prior and adopted a parallel network architecture with multiple resolutions to
extract critical physiological structure features, which are regressed to the cattle’s physiological keypoints
that include information on body shape and posture. Finally, in the image alignment task, we fully leverage
the relationship between the cattle’s biological posture and skeletal keypoints from an overhead perspective,
modeling a rotation strategy to ensure that cattle with various postures achieve maximum vertical alignment.
Experimental results demonstrate that our model achieves a 70% reduction in the number of parameters and
50% decrease in floating point operations (FLOPs), while outperforming other bottom-up approaches by at least
3% in Average Precision (AP). This approach enhances the quality of the pre-selected image and improves the
accuracy of the downstream recognition task by at least 2%. These advances are expected to promote the
development of precision livestock farming.

1. Introduction during this procedure can induce stress responses in animals and pose
safety risks to both the animals and handlers. Second, RFID ear tags

With the rapid advancement of information technology, precision often necessitate specialized monitoring equipment (Pezzuolo et al.,
livestock farming has emerged as a transformative approach to revo- 2020), and the potential for tag loss or failure of associated devices
lutionize and enhance the livestock industry (Aquilani et al., 2022). raises both operational costs and data security concerns. Advances
In this context, the ability to identify and track individual animals in precision livestock farming are now focused on addressing these

is crucial for achieving a more refined management system. Contin-
uous monitoring of each animal’s health, behavior, and production
performance enables the early detection of diseases, the optimization
of feeding strategies, and the overall improvement of management
practices (Morgan-Davies et al., 2024). However, traditional identifi-
cation methods (Awad, 2016), such as radio frequency identification
(RFID) ear tags, present several challenges. First, since the tags must
be applied through direct physical contact, improper application force

limitations by offering cost-effective and contactless alternatives for
animal monitoring and identification.

Recent advances in artificial intelligence and facial recognition tech-
nologies have driven substantial progress in individual animal identifi-
cation, achieving recognition accuracy rates that exceed 90% in species
such as pigs (Wang and Liu, 2022), sheep (Hitelman et al., 2022),
and cattle (Ruchay et al., 2024). However, most research has been
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conducted in controlled environments with pre-selected and aligned
images, often requiring manual intervention. Furthermore, some stud-
ies have explored the relationship between recognition accuracy and
image quality, noting that accuracy can be affected by factors such
as posture and facial expressions, which are inherently difficult to
control. Although this approach has proven effective in controlled
settings, it poses limitations for practical implementation in real-world
environments.

To address these challenges, our study focuses on top-view images of
cattle. The contactless date collection method requires minimal human
intervention: once the equipment is set up, no further interaction with
the cattle is necessary, enabling automatic data collection. This ap-
proach reduces the potential for inducing stress responses and improves
the authenticity and reliability of the data. Although many recent
studies (Wang et al., 2024; Ruchay et al., 2020; Lu et al., 2025) have
employed 3D data modalities (e.g., LiDAR, depth cameras) for cattle
or other livestock modeling and detection, achieving notable progress
and potentially providing more accurate representations of body shape
and posture, RGB images remain predominant in practical production
activities due to their lower cost and greater convenience.

Typically, deep learning-based recognition methods work with im-
ages of individual animals. However, in our study, top-view images
often contain multiple cattle with varying postures and orientations.
Previous research has shown that both image quality (Zhang, 2023)
and alignment (Hasan and Pal, 2011) significantly impact recognition
accuracy. The primary goal of our study is to extract all the cattle from
the image while ensuring high-quality extraction. Traditional object
detection methods struggle when dealing with adjacent cattle that have
large angular differences, often leading to interference from excessive
background or neighboring cattle, which negatively affects recognition
accuracy. Therefore, our research focuses on the upstream task of
recognition, specifically addressing the challenge of detecting rotated
cattle targets under complex conditions, with the aim of aligning the
detection results, to ensure that each detected cattle is oriented in a
consistent posture, maximizing the proportion of its own information
to improve recognition accuracy.

Currently, there are various methods for image alignment, including
those based on feature points, regions, and more (Nag, 2017). Con-
sidering that pose estimation is also significant for monitoring cattle,
by monitoring abnormal behavior or identifying missing keypoints,
abnormal and incomplete cow data can be filtered out, in our study, we
utilized a keypoint-based approach for image alignment, given that the
skeletal keypoints on the cattle’s back effectively reflect their posture
and body shape. Keypoint detection generally follows two paradigms:
top-down and bottom-up approaches. The top-down method involves
separate models for object detection and keypoint detection, leading to
a more complex and time-consuming workflow. In contrast, the bottom-
up method uses a single model to detect keypoints for all targets,
first predicting all keypoints and then grouping them by individual
targets (Newell et al., 2017). While the bottom-up approach is more
efficient, it typically sacrifices some accuracy.

Building upon the methods mentioned above, we designed CROD-
Net, which cascades object detection and keypoint detection, along
with an alignment module. By introducing keypoint detection, we
extract physiological structure features from each detected cattle and
apply customized adjustments. The alignment module ensures that the
detection results for each cattle’s posture and orientation are unified,
capturing as much of the cattle’s intrinsic information as possible,
which ultimately enhances recognition accuracy.

In summary, we propose a contactless data collection scheme based
on top-view images and construct a corresponding dataset to address
the issues inherent in traditional recognition methods. Leveraging deep
learning approaches, we decompose the weakly supervised orientation
detection task for individuals in varying postures captured in top-
view images into three sub-tasks. Specifically designed modules are
developed for each sub-task to achieve efficient implementation and
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integrated into CRODNet, establishing an end-to-end processing flow
for top-view images. As our study focuses mainly on image detection
and alignment, as well as the impact of alignment on recognition, this
approach satisfies the recognition data requirements and improves data
quality. The detailed design of each corresponding module is presented
as follows.

» Designed object and keypoint detection modules, and cascaded
the training of them via a target range pre-aiming (TRPA) module:
the object detection module uses a pruned multi-head structure,
focusing more on large and long rectangular shape cattle, while
the keypoint detection module adopts a multi-resolution parallel
structure and uses Squeeze-and-Excitation block, effectively ex-
tracting the cattle’s physiological structure features. The TRPA
module converts global image features into specific target fea-
tures, enabling the single-target keypoint detection module to
effectively handle multi-target image. Through optimization of
the structure of these modules, we achieve lightweight designs
while improving their performance. Compared to other bottom-up
keypoint detection models, CRODNet achieves an improvement of
at least 3 AP.

Designed an alignment module suitable for top-view images: The
alignment module leverages the relationship between the skeletal
keypoints of the cattle from an overhead perspective, as the sta-
bility of keypoints and their connections can indicate the cattle’s
orientation. Through multi-point joint decision-making to fine-
tune alignment parameters such as alignment angle and target
range, effectively aligns detected object to improve image quality.
Compared to unaligned images, aligned images result in at least
a 2% accuracy improvement during the recognition process.

2. Materials and methods
2.1. Data collection

We collected experimental data from a cattle farm in Wuwei, Gansu
Province, China, using TPLINK YLIPC-43 A cameras with a 4 mm
focal length and a resolution of 2304 x 1296. The dataset consists
of beef cattle, including Angus, Simmental, indigenous Yellow cattle,
and various crossbreeds derived from these breeds. The cameras were
installed 4 m above the cattle feeding channels, with each camera
spaced 3 m apart. The overlapping coverage between two adjacent
cameras was approximately 20%. Since the left and right areas of cattle
within a single shed are not interconnected, we deployed 40 cameras
in four areas of cattle within two sheds. This approach, based on the
common behavior of cattle during feeding, offers both simplicity and
widespread applicability for data acquisition.

A local controller accessed and traversed camera feeds via the
Real-Time Streaming Protocol to capture screenshots at three-minute
intervals. After daily collection, the local detection module filtered and
saved the camera group with the highest number of cattle per frame
for upload. This process is contactless and lasts for more than a month,
resulting in a total of 874 valid images, nearly 4000 objects, with no
cattle were observed in a lateral recumbent position, aside from those
that were standing. Each image contains 1 to 6 individuals and was
annotated in the COCO dataset format using the COCO-Annotator tool,
marking the bounding box and 13 keypoints for each object, as shown
in Fig. 1(a). The keypoint annotations followed the guidelines of the
Nomina Anatomica Veterinaria (Nomenclature, 2017). These keypoints
are crucial for assessing the cattle’s posture, body shape, health, and
other conditions (Du et al., 2022). Specifically, the keypoints of the
head and tail can indicate the length of the cattle, while those of the
limbs can provide insight into the width (Yang et al., 2022).

In our study, the images were randomly split into a training set and
a test set in a 4:1 ratio and the distribution of cattle sizes is shown in
Fig. 1(b). These cattle vary in color, patterns, and body types. Due to
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Fig. 2. Processing flow and basic model architecture of the proposed approach.

the contactless method, the acquired images show substantial differ-
ences in the number of individuals, their poses, and spatial positions.
Furthermore, since the data were collected over a long period, there
were variations in lighting conditions and environmental background.
These data variations show actual activity patterns of cattle, providing
a comprehensive representation of real-world conditions within the
target application domain and offering guidance for practical tasks.

To evaluate the model’s cross-domain generalization capability,
we built an additional dataset at a slaughterhouse using the same
acquisition protocol as in the feedlot. Images were captured during
the cattle weighing process, where each animal was confined within
a pen and photographed overhead. More than 1000 high-resolution
images were collected. Compared with the farm, the slaughterhouse
differs markedly in background texture, lighting, floor material, and
cattle breeds. Nevertheless, the fundamental anatomical structure of
the animals remains identical, enabling us to test whether the model
truly learns species-level geometric features rather than overfitting to
appearance details in the training samples.

2.2. Model structure and workflow

Joint training in a cascade structure, through end-to-end optimiza-
tion and the use of shared features and additional supervisory signals
across stages, may help accelerate convergence and improve perfor-
mance. This effect has been demonstrated in some studies (Ma et al.,

2023; Cai and Vasconcelos, 2018) across diverse domains and datasets,
and our task shares certain relevance with these previous works. As
shown in Fig. 2, our model employs this approach, where the target
range pre-aiming (TRPA) module links object detection and keypoint
detection in a cascade. The input images are preprocessed by resizing
while maintaining the original aspect ratio. For areas that fall short,
pixel padding (114, 114, 114) is applied to ensure uniform image
dimensions after processing. During training and inference, the object
detection module detects all objects in the image. In the keypoint
detection branch, TRPA locks onto target positions and performs region
cropping. The keypoint detection module extracts features from the
cropped region and predicts the physiological keypoints. The keypoint
coordinates are mapped back to the original resolution through inverse
operations, by adjusting the coordinates according to the scale factor
and the padding applied. Both the keypoint and object information
are passed through the alignment module to compute the alignment
parameters and perform the final rotational alignment.

2.2.1. Object detection module

The You Only Look Once (YOLO) model (Redmon et al., 2016)
uses a single-stage detection method, using multi-scale feature fusion
to achieve fast and accurate processing, which has made it widely
adopted in the industry. This advantage also aligns well with our
task requirements. YOLOV7 features three detection heads designed for
large, medium, and small objects, respectively. Identifies ‘large’ and
‘small’ objects relative to the input resolution of the network and the
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Fig. 3. The structure of dual-head lightweight object detection module. DWConv denotes a 3 x 3 Depthwise Separable convolution, P3, P4, and P5 are the three

output branches of the Backbone.

stride of the detection head, based on the relative pixels. In general,
cattle on farms are relatively large in size; because we were capturing
and processing images of cattle backs from an overhead viewpoint,
there is virtually no reduction in target size caused by perspective
distortion; the areas of most targets are all on roughly the same scale.
The small object detection head is probably not suitable for our task.

As illustrated in Fig. 3, we designed a dual-head lightweight net-
work (DHLN), removing the small detection head by eliminating all
components originating from the P3 branch. Since the small detection
head focuses on local details using smaller-scale feature maps, it may
mistakenly detect areas on the back of cattle as background where
feature patterns are similar. This can negatively impact detection per-
formance. While large and medium-sized cattle are easier to detect,
and considering the advantages of rapid and cost-effective model train-
ing and deployment, we integrated Depthwise Separable Convolutions
(DWConv) (Chollet, 2017) to reduce the module’s parameters and
FLOPs. In the original network, the parameters are primarily influenced
by the 3 x 3 convolutions within Efficient Layer Aggregation Networks
(ELAN) module (Wang et al., 2023). In our network, the Coreblocks are
designed based on the ELAN structure, replacing the standard 3 x 3 con-
volutions with DWConv, which decomposes standard convolution into
depthwise convolution and pointwise convolution. Although pointwise
convolution may lose some detailed information, potentially affecting
the detection performance, they reduce model parameters and enhance
inference speed and computational efficiency, which is beneficial for
our task.

We also made necessary modifications to the module’s output. This
module needs to output all grid-cell predicted bounding box details as
well as the final detection results after applying non-maximum suppres-
sion (NMS) during training: The former is used for loss calculation and
the latter for subsequent keypoint detection.

2.2.2. Target range pre-aiming module

Since our model is jointly trained, after obtaining the bounding
box information from the object detection module, we determine the
target’s position and obtain the target’s center coordinates. Then, we set
a new fixed-size bounding box (referencing the original HRNet project,
with a height of 256 pixels and a width of 192 pixels in our experi-
ments) to ensure consistent input for the keypoint detection module.
The target size is smaller than the new bounding box, cattle of all
sizes are included and to minimize the impact of potential inaccuracies
in early-stage object detection. The x-center of the new bounding box
aligns with the target’s x-center, and the target’s y-center is set to half
the height of the original input image. For targets located at the edges
of the image, if the new bounding box exceeds the image boundaries,
the image will be padded with pixels.

2.2.3. Keypoint detection module

Inspired by the High-Resolution Network (HRNet) (Sun et al., 2019),
we designed a compact multi-fusion network (CMFN) tailored for ex-
tracting physiological structural features from cattle’s back, as shown
in Fig. 4. HRNet connects high- and low-resolution convolution streams
in parallel, preserving high-resolution representations and effectively
fusing features for keypoint detection. However, its multi-branch and
multi-stage architecture results in a large number of parameters, which
slows down both training and inference. Research (Fan et al., 2023) has
shown that excessive stages and branches may not always be beneficial.
Therefore, we optimized the structure to better suit the requirements
of our task.

We designed the module with three stages, with the third stage
as trapezoidal formation using parallel convolutions to reduce redun-
dancy in high-resolution representations. Since inter-stage interactions
often involve upsampling and downsampling, which can degrade fea-
ture quality, and considering that only high-resolution information is
needed for the final layer, we eliminated the final-layer fusion and
retained only the first branch, performing only upsampling to preserve
high-level feature details.

To enhance the cattle’s structural feature extraction ability with
fewer convolutions, we integrated Depthwise Over-parameterized Con-
volution (DOConv) (Cao et al., 2022) into each stage. In the first stage,
four bottleneck blocks with residual structure and a 3 x 3 DOConv
between 1 X 1 convolutions are employed to increase dimensional-
ity. The second and third stages use basic blocks where traditional
3 x 3 convolutions are replaced with two consecutive 3 x 3 DOConv.
DOConv multiplies the parameters of the depthwise and regular con-
volution kernels, boosting feature extraction with a minimal parameter
increase. Moreover, to address the potential introduction of redun-
dant information from multi-branch fusion, we added a lightweight
Squeeze-and-Excitation (SE) module (Hu et al., 2018) after the DOConv
operations in basic block. This module adaptively re-weights channel
features, emphasizing the most informative cues related to the cattle’s
back physiological structure while suppressing redundant ones, making
the detected keypoints more precise.

2.2.4. Alignment module

Considering that our task involves aligning all targets into a uniform
posture and orientation and that the livestock are typically in a feeding
state during photo capture, the general posture variations manifest
mainly in the head direction and slight head turns, while the back
remains relatively uniform. Even with some twisting or bending, the
range of motion is limited due to physiological constraint, especially
in larger individuals, resulting in minimal impact. Therefore, we use
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the back as a reference to minimize the influence of head posture
information as much as possible.

For these relatively fixed dorsal keypoints, we calculate the corre-
sponding sequential offset angles and assign higher weights based on
physiological and positional constraints, such as the relatively stable
positions of the upper and lower limbs. While head posture varies more,
its influence is relatively limited due to the smaller size compared to
the body. Therefore, we introduce neck keypoints with lower weights
to adjust the offset angle computations, which is especially beneficial
for cattle in extreme postures. In cases where some keypoints are
missing due to image capture issues, the weights for the correspond-
ing angles are set to zero. Ultimately, these angles are aggregated
through weighted summation to determine the optimal rotation angle
for alignment. The formula for the rotation angle O is as follows:

4
o= Zi=1 l/Vitgi
= —24 -

i=1 Vi

@

where: 0; represents the angle formed between the specified keypoint
line segments and the y-axis. W; is the weight assigned to each angle.
Considering that the limbs are relatively more stable than the head, we
assign higher weights to the limbs. In our experiment, the weights are
set as 4, 4, 1, 1 for the limbs and the head, respectively.

Because alignment reduces redundant background pixels and in-
creases the proportion of bovine anatomical information, the aligned
box no longer overlaps with the original detection box. Consider-
ing factors such as cattle posture, intra-species structural uniformity,
and interference from adjacent cattle, we developed an algorithm to
compute the aligned box. The height 4 is obtained as:

h= max yl —

min Y2 +of fset 2
y1€Yiail

V2€Yhead

Here, Y,,; and Yj..q represent the set of y coordinates of the key-
points related to the tail and head, while offset compensates for the
residual distance between the head/tail of cattle and the physical ends
of the torso, and the value of offset is calculated by determining the
mapped distance along the vertical axis for the corresponding angle,
based on the distances from the head and tail keypoints to the top and
bottom edges of the detection box.

The width w jointly considers body uniformity, posture variations
and adjacent cattle overlap:

w = gk) f(h) — % )

where f(h) converts the estimated height into an initial width. Under
normal circumstances, cattle have relatively uniform body shapes. We
analyzed the distribution of the width-height ratio for cattle whose
rotation angles deviate by less than 3°; the center of this distribution is

treated as the initial ratio and multiplied by 4 to obtain a preliminary
width. Because highly curved postures lead to larger width-height
ratios, we introduce a correction factor g(k) (k denotes all keypoints),
estimated from the relative locations of keypoints to penalize severe
bending, the more the posture is bent, the larger the value. Finally, if
the aligned boxes of two adjacent cattle overlap, each box is trimmed
inwards by half of the overlap (m) to avoid mutual interference.

Through the above rotation-alignment procedure, we obtain single-
cattle images that are orientation consistent and contain markedly less
background clutter (Fig. 5 for a visual comparison before and after
alignment).

3. Experiment setup
3.1. Experimental environment

This project was developed on a Linux operating system using
the PyTorch deep learning framework, implemented in Python. The
PyTorch version used is 1.10.0, and the Python version is 3.8. All
experiments were conducted on a GPU server to accelerate the training
process.

3.2. Training configuration

During the experiments, the random seed was 2, the initial learning
rate was 0.001, the batchsize was 4 and the optimizer used was
AdamW (Loshchilov and Hutter, 2019) with weight-decay of 0.0001.
Training was conducted over 130 epochs, with the learning rate mul-
tiplied by 0.05 at the 60th and 90th epochs. Prior to training, data
augmentation was employed to expand the dataset and enhance the
model’s generalization capabilities. Data augmentation techniques in-
cluded image scaling, adjustment of lighting intensity and contrast,
image translation, and horizontal flipping, with augmentation intensi-
ties maintained within reasonable ranges (Shorten and Khoshgoftaar,
2019). Each other model was trained according to the original official
configuration files and loaded with pre-trained models to accelerate
training. The pre-trained keypoint detection model was trained on
the COCO 2017 dataset. YOLOv7 and HRNet-W48 were used as the
experimental and comparative models for detection.

Since this study involves joint training, the loss function employs a
weighted summation approach that combines the object detection and
keypoint detection loss. Specifically, object detection utilizes Complete
Intersection over Union (CIoU) loss (Zheng et al., 2021), while keypoint
detection uses the Mean Squared Error (MSE). As both values stabilize
at the same order of magnitude, the weights were set in a 1:1 ratio.
However, the keypoint detection loss was relatively large in the first



H. Kang et al.

Computers and Electronics in Agriculture 240 (2026) 111160

alignment

Fig. 5. The results before and after our alignment algorithm.

few epochs. To ensure proper parameter updates, if the keypoint de-
tection loss exceeded 20 in the first few epochs, it was reduced by a
factor of 10.

3.3. Evaluation metrics

Considering that the ground-truth keypoints in data annotations
may contain certain errors, we adopted the Object Keypoint Similar-
ity (OKS) method to calculate the prediction accuracy of keypoint
detection.

d?
Y. exp <—m> -6(v; > 0)
Z,- o(v; > 0)

OKS = @

where:

i represents the index of the keypoint, i = 1,2,...,13.

d; is the Euclidean distance between the predicted position and
the ground truth position of the ith keypoint.

s is the scale of the object, typically taken as the square root of
the area of the target’s bounding box.

o; is the normalization factor for the ith keypoint, used to adjust
the tolerance for different keypoints. During the evaluation of the
metrics, all the sigma values were set to 0.04.

6(v; > 0) is the indicator function, which takes the value 1 when
the ith keypoint is visible in the ground truth annotation (v; > 0),
and 0 otherwise.

We utilize Average Precision (AP) as the primary performance met-
rics for evaluating models in detection task. Additionally, we consider
AP at specific OKS or Intersection over Union (IoU) thresholds, AP@0.5
(OKS) for keypoint detection and AP@0.5 (IoU) for object detection,
to provide more granular insights into model performance. In our
experiments, AP refers to AP@0.5-0.95, averaged over thresholds from
0.5 to 0.95 in steps of 0.05. The recall score (AR) is included as an
additional performance metric. These metrics were calculated using the
official COCO evaluation API. The recognition task uses Accuracy as the
evaluation metric. Accuracy is defined as the proportion of correctly
predicted positive and negative samples to the total number of samples.
The results report the 95% confidence intervals (CI) after multiple runs,
represented in tables as (+).

4. Experiment results
4.1. Comparison experiments
To comprehensively evaluate the performance of our model, we

compared it with models referenced in the literature. Since our model
primarily addresses the accuracy shortcomings of bottom-up models

and the slower running speed of top-down models, the comparison was
divided into two groups:

Bottom-up Models: Including YOLOPose (Maji et al., 2022) and
HigherHRNet (Cheng et al., 2020), mainly compared the keypoint
detection accuracy, as shown in Table 1. Compared to classical bottom-
up models, our model achieved an improvement of at least 3% in AP.
Although HigherHRNet-W32 has the fewest parameters, its accuracy
is relatively lower. HigherHRNet-W48 achieves higher accuracy by
utilizing more channels, but this comes with a substantial increase in
parameters, and its AP still lower than our model by 4.0%. In the
case of the YOLOPose model, an accuracy improvement of 9.7% was
achieved by excluding the fourth keypoint, as the model consistently
predicted the y-coordinate of this keypoint as 0, leading to a significant
deviation from the actual coordinates. If we relaxed the limitation for
this keypoint and set its sigma to 0.5, the overall AP would increase by
9.7%. Nevertheless, our model still achieves competitive accuracy with
relatively few parameters.

Top-down Models: Such as YOLO combined with HRNet (Nguyen
et al.,, 2022), mainly compared the inference time, parameters, FPS
(Frames Per Second), FLOPs and memory usage, as shown in Table 2.
For inference time, we evaluated the time required by our proposed
alignment algorithm to process the entire test set, measured in seconds.
The testing involved object detection, keypoint detection, and all post-
processing steps, including alignment, with the corresponding time
for each step. As demonstrated by the results, our model achieves
a more than 70% reduction in parameters, over a 50% decrease in
FLOPs, and nearly a 20% reduction in inference time compared to
the top-down approach. Since keypoint detection is performed on each
detected cattle in object detection, the processed images are several
times greater than that of object detection, and as object detection
accounts for the model inference and NMS time, keypoint detection and
post-processing consume more time. The post-processing itself takes a
considerable amount of time, which makes the overall process have
a relatively low FPS. However, this is sufficient for our task, and the
results show that our improvements enhance operational efficiency.
Memory usage reflects the maximum GPU memory allocation during
model inference, calculated using PyTorch’s built-in library functions.
Despite a reduction in the number of parameters, memory usage has
increased due to our model’s parallel processing approach, where the
original data is retained and intermediate variables are processed on
the GPU. However, when the modules are run in the same top-down
method, memory usage is relatively lower.

As shown in Fig. 6, we calculated and plotted the average distance
error and the standard deviation of the prediction distance for 13
keypoints for each model to provide a more intuitive comparison of
keypoint detection performance between different models. The distance
error is obtained by calculating the pixel distance between the ground
truth and the predicted keypoints. As shown, our model exhibits smaller
deviations in predictions for most keypoints compared to other models
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Fig. 6. Distribution of both average and standard distance errors of 13 keypoints predicted by different models.

Table 1
Comparison of the proposed model’s parameters and AP with other models.

Models AP AP@0.5 Parameter (M)
HigherHRNet-W32 0.713 0.943 28.64
HigherHRNet-W48 0.731 0.951 63.82
YOLOPose 0.644(+0.097) 0.974 80.15
Ours 0.771 0.988 30.46

and demonstrates more stable predictions, with both the average dis-
tance error and standard deviation generally lower than those of other
models, especially compared to HigherHRNet.

To further quantify how prediction errors propagate to the rotation
angle O, we performed a Monte-Carlo sensitivity analysis based on the
error statistics. Starting from the ground-truth annotations, we injected
Gaussian noise whose u,s matched the per-keypoint prediction error
in Fig. 6, and drew 1000000 samples for each configuration. For
each sample, we recomputed © and recorded (4Mean (°)) the absolute
deviation from the ground-truth, (Std. Dev. (°)) the sample-to-sample
standard deviation of O, and the offsets of the quartiles and CI relative
to the median (4Quartiles (°) and 495% CI (°)).

We examined three perturbation settings: (i) noise on keypoint 4
only, (ii) simultaneous noise on keypoints 3-5, and (iii) noise on all
keypoints. For each setting, we evaluated two noise levels, 1 X (u,0)
and 2 x (u, o), and repeated the full simulation ten times to obtain stable
estimates. The results are reported in Table 3. Adding noise to a single
keypoint or a small subset of keypoints produces only minute deviations
in the estimated rotation angle, with the error confined to a narrow
band that remains limited even when the noise level is doubled. Inject-
ing noise into all keypoints naturally increases the variation, yet the
standard deviation of © never exceeds three degrees and stays below six
degrees even under the doubled-noise regime. And from the quartiles
and 95% CI, it can be observed that the angle distribution is relatively
concentrated. A three-degrees rotation is practically imperceptible in
the final image, the impact on alignment is negligible. It to some extent
proves weakly sensitive to keypoints prediction errors and shows the
stability of our method.

4.2. Ablation experiments

To evaluate the individual effects of improvements in each module,
we conducted a series of experiments on our dataset. Table 4 shows
the effects of various modifications in the object detection module,
Baseline stand for YOLOv7, Two Head stand for reducing the number
of detection heads to two, and DWConv stand for introducing DWConv
in the CoreBlock and MP module. Table 5 shows the results of keypoint
detection module, Baseline stand for HRNet, No mix stand for abandon-
ing feature fusion at the last input layer, and SE stand for SE module
at the end of basic block. Each experiment builds on the previous one
to evaluate the impact of each improvement. In the object detection

module, removing the small object detection head enhances model
suitability for our task, resulting in improved AP. Introducing DWConv
improves performance over the baseline while reducing parameters
and FLOPs. In the keypoint detection module, the modified three-stage
structure reduces parameters and FLOPs. Eliminating feature fusion
in the final layer mitigates information loss from feature upsampling,
improving AP. The introduction of DOConv enhances feature extraction
capabilities by slightly increasing the number of learnable parameters,
further enhancing AP. Lastly, incorporating SE modules at the end of
basic blocks improves adaptability, leading to additional gains in AP.

We also conducted experiments with images of different resolutions
as input to test the robustness of removing the P3 detection head in the
object detection module. Table 6 shows the impact of retaining versus
removing the P3 detection head on object detection performance. In all
cases with different resolutions, removing the P3 detection head led to a
general improvement in AP. The results indicate that the distinction of
small objects is more dependent on their relative size than on absolute
pixels and image resolutions, removing the P3 detection head may
reduce the interference of redundant background information, which
is beneficial for our task.

As shown in Table 7, we conducted a series of experiments to assess
the impact of each module within our model. Each set of experiments
involved replacing specific modules within the model. Since the AP
of the two tasks is on the same order of magnitude, we calculate the
average AP to provide a more intuitive comparison of the model’s
overall performance across these two tasks.

The experimental results demonstrate that individual replacement
of the object detection module with DHLN could improve object detec-
tion AP. Although the keypoint detection AP slightly decreases under
joint training, the model’s parameters and FLOPs are reduced, and the
average AP experiences a substantial increase. Similarly, individually
replacing the keypoint detection module with CMFN, its AP remains
stable without decline, the object detection AP achieves a certain
improvement, and the model’s parameters and FLOPs are greatly re-
duced. When both modules are replaced with the optimized network,
both object detection and keypoint detection AP are enhanced under
joint training, along with reductions in parameters and FLOPs. These
findings indicate that our improvements are advantageous for our task
and beneficial for joint training.

To further investigate the generalization ability of the model and
compare it with the baseline, we incorporated the slaughterhouse
dataset and designed two experiments: (1) training on the farm dataset
while testing on slaughterhouse dataset; (2) mixing the training por-
tions of the farm and slaughterhouse datasets at a 1:1 ratio (result-
ing in a combined training set of 2400 cattle that is smaller than
the original farm training set) and validating on the farm test set
with a 4:1 split between training and testing cattle. Although the
two domains differ significantly in surroundings, cattle categories and
surface appearance, they share the same underlying bovine anatomy
and physiological structure. As shown in Table 8, despite cross-dataset
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Table 2

Comparison results of the proposed model with the top-down method.
Methods Parameter (M) FLOPs (G) Time (s) FPS Memory (MB)
YOLO+HRNet 100.79 66.41 89.35 (3.14 + 56.13 + 30.08) 1.98 933.15
Ours 30.46 29.49 71.40 (2.76 + 38.34 + 30.30) 2.48 1221.93 (554.07)

Table 3

Monte-Carlo sensitivity analysis of the rotation & with respect to keypoints prediction errors.

Injected noise AMean (°) Std. Dev. (°) AQuartiles (°) A495% CI (°)
Kevooint 4 1% (1, 0) 0 (£0.001) 0.298 (0.001) 0.16 (0.001) 0.633 (+0.001)
P 2% (1, 0) 0.001 (£0.002) 0.598 (:0.001) 0.33 (£0.001) 1257 (0.002)
Keypoints 35 1% (4, 0) 0 (+0.002) 0.633 (£0.002) 0.42 (£0.001) 1254 (0.002)
2% (4, 0) 0.002 (£0.001) 1277 (0.002) 0.84 (+0.002) 2.519 (+0.002)
. 1% (4, 0) 0 (+0.005) 2,512 (+0.006) 1.67 (£0.005) 4.946 (£0.006)

All k
eypoints 2% (4, 0) 0.001 (0.011) 5.081 (20.011) 3.38 (20.0012) 10.058 (0.011)

Table 4

Ablation experiments of the object detection module, with the table demonstrating the impact of different

improvements on the module’s performance.

No. Baseline Two head DWConv AP Recall Parameter (M) FLOPs (G)

1 v 0.773 0.918 37.20 18.95

2 v v 0.788 0.922 26.87 14.95

3 v v v 0.782 0.921 17.49 9.65
Table 5

Ablation experiments of the keypoint detection module, with the table demonstrating the impact of different

improvements on the module’s performance.

No. Baseline Three stage No mix DOConv SE AP AR Parameter (M) FLOPs (G)
1 v 0.756 0.798 63.60 47.46
2 v v 0.773 0.811 15.71 22.74
3 v v v 0.777 0.816 12.54 19.74
4 v v v v 0.781 0.820 13.23 19.83
5 v v v v v 0.787 0.825 13.30 19.84

Table 6
Object detection AP of retaining versus removing the P3 head with different
resolutions.

Resolution With P3 head Without P3 head
640 x 640 0.798 (+0.001) 0.805 (+0.002)
480 x 480 0.786 (+0.001) 0.800 (+0.001)
320 x 320 0.767 (+0.001) 0.784 (+0.002)

training and testing, which reduced keypoint detection AP by 0.1,
our method still achieves an AP near 0.70, with AP@0.5 remaining
virtually unchanged. Compared to HRNet, our model performs better,
demonstrating a stronger generalization capability. In the other case,
diluting the farm data during training by mixing an equal proportion
of entirely independent slaughterhouse samples had little impact on
the model’s test performance. The results indicate that our model
captures intrinsic inter-sample regularities and the spatial distribution
of physiological structures, rather than simply memorizing the data
distribution.

4.3. Alignment algorithm experiments

To evaluate the impact of alignment operations on recognition
accuracy, we restructured the dataset assigning different individuals to
different categories. To reduce the impact of the number of samples on
recognition accuracy, we randomly selected five images per class from
the training set as training samples. We then conducted experiments
with and without the alignment operation. To further validate the gen-
eralizability of the algorithm’s effect on recognition accuracy, we also

conducted corresponding experiments on slaughterhouse images and
the publicly available OpenCows2020 dataset (Dataset Ninja, 2025).
The OpenCows dataset contains numerous images per class for recogni-
tion task, if all samples from the training set were used for training, the
recognition accuracy will stably exceed 99%. Therefore, we randomly
selected five images from each class as training samples and repeated
this process five times. Under identical conditions, we trained and
tested the Omni-Scale Network (OSNet) (Zhou et al., 2019) with pre-
trained parameters and computed the recognition accuracy. The results
are presented in Table 9. Since the OpenCows dataset provides a
specific split for unknown class testing to evaluate the model’s ability
to recognize new classes, we conducted comparative experiments ac-
cording to this division (Table 10). Columns 1-5 represent the results
of five random splits of the training data and columns labeled 10:90,
20:80, etc. indicate the ratio of known to unknown classes. Similarly,
as shown in Table 9, in our dataset we took the slaughterhouse data as
the training set and the farm data as the test set, and compared aligned
and non-aligned to evaluate their impact on recognition of unknown
classes.

The experimental results indicate that alignment can generally im-
prove recognition accuracy as the alignment process effectively reduces
redundant information in the images and increases the proportion of
biological information relevant to the cattle. Although the improvement
on the OpenCows dataset is not significant, the method remains effec-
tive in few-shot scenarios. Moreover, for unknown class recognition,
alignment achieves notably better results in certain cases, such as with
20:80 and 30:70 known-to-unknown class splits. Given the constraints
of the slaughterhouse environment, the slaughterhouse dataset has only
three interval records per cattle, and some only have two. Due to the
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The table presents the ablation experimental results of the object detection module and the keypoint detection module on the

overall model’s performance.

Object & Keypoint Object detection AP Keypoint detection AP Average AP Parameter (M) FLOPs (G)
detection modules

YOLO+HRNet 0.768 (+0.008) 0.767 (+0.001) 0.768 (+0.004) 100.79 66.41
DHLN+HRNet 0.816 (+0.004) 0.764 (+0.004) 0.791 (+0.002) 81.09 55.21
YOLO+CMFN 0.785(+0.008) 0.767 (+0.001) 0.775(+0.004) 50.17 38.79
Ours 0.817 (+0.007) 0.771 (+£0.002) 0.794 (+0.003) 30.46 29.49

Table 8
Cross-domain keypoint detection results (new dataset training and mixed
dataset training).

Methods AP AP@0.5 AR

HRNet (new) 0.660 (+£0.011) 0.939 (+0.006) 0.720(x0.013)
Ours (new) 0.674 (+0.009) 0.938 (+0.007) 0.722(+0.010)
HRNet (mixed) 0.737 (+£0.012) 0.980 (+0.005) 0.782(+0.009)
Ours (mixed) 0.763 (+0.003) 0.982 (+0.007) 0.806 (+0.003)

Table 9
Cattle recognition accuracy in our dataset and OpenCows with and without
alignment, and unknown-class testing (UKC-Testing) in our dataset.

Method Accuracy

Ours with alignment 95.92% (+0.85)
Ours without alignment 92.61% (+0.99)
OpenCows with alignment 91.37% (+0.45)
OpenCows without alignment 90.55% (+0.56)
UKC-Testing with alignment 79.90% (+0.96)

UKC-Testing without alignment 77.90% (+1.13)

setting and evaluation of few shots in unseen samples, the recognition
accuracy is relatively low; nevertheless, the model still achieves 80%
accuracy, and through alignment, the accuracy can be improved by 2%,
demonstrating good generalization performance.

4.4. Result visualization and discussion

We visualized the output of the model using a heatmap to analyze
the model’s prediction ability of keypoints, as shown in Fig. 7. The
intensity of the heatmap colors represents the confidence of the model
in detecting a keypoint at a specific location. The brighter the color
(such as red or yellow), the higher the probability that the model
predicts in that region. It can be seen that the focus of the model aligns
closely with the true distribution of keypoints on cattle. However,
due to the larger area corresponding to the limbs, predicting in these
regions is more challenging, resulting in lower confidence in these areas
on the heatmap. This observation is consistent with the previous results
of the keypoints’ prediction error analysis.

To demonstrate the actual performance of the model, we tested our
model on the test set and visualized the results. The experiment con-
sidered both objective factors, such as lighting and weather conditions
like snow, which interfere with the original images, and subjective
factors, including shadows and varying postures caused by the dense
arrangement of cattle during feeding. In Fig. 8, (a) and (d) demonstrate
that the model achieves good detection results under varying lighting
conditions; (c) shows that the model’s performance is slightly impacted,
even when there are significant color differences among individuals
in the image; The comparison between (a) and (b) illustrates that the
level of interference between individuals, whether sparse or crowded,
has little impact on the model’s predictions; Additionally, (c) and (e)
indicate that even when the back is covered with a thin layer of snow,
blending with the background and causing interference, the predictions
remain relatively accurate. We also visualized the predictions of the
comparative bottom-up models, as shown in Fig. 9. It is evident that the
HR-model exhibits large errors in certain keypoints, as shown in the red
box at the bottom of (a), there were originally supposed to be only three

Fig. 7. Heatmap of the model’s keypoint detection output.

keypoints, but additional keypoints were also predicted in this area.
The YOLOPose model demonstrates almost no predictive capability for
keypoint 4, as shown in the red box in the middle of (b), keypoint 4 was
supposed to be present but was not predicted at all. However, these less
accurate predictions commonly occur when the head region is heavily
occluded, when individuals are positioned too closely together, or when
the posture is severely distorted, as shown in the top box of each image.
We attribute these inaccuracies to limitations in the dataset, as such
extreme cases are underrepresented during training.

Many existing studies on cattle re-identification have validated the
effectiveness of our cattle back image data processing approach, and
several datasets (Andrew et al., 2021; Sharma et al., 2025) have been
developed focusing on cattle back images for re-identification tasks,
aiming to enable hands-off cattle tracking and monitoring applications
in precision farming. Although factors such as the pattern on the cattle’s
back and their different growth stages can affect recognition, and pure-
colored cattle might pose more identification challenges, this research
primarily focuses on image detection and alignment, as well as the
impact of alignment on recognition. The influence of cattle’s biometric
features on recognition is not the main focus of our study. Since the
physiological structure of cattle is similar across different breeds, their
growth stages and varying back patterns do not substantially affect
the distribution of keypoints, which is unlikely to significantly impact
the performance of our detection and alignment model. And we will
investigate their impact more thoroughly in future work.

Although our proposed approach and model demonstrate good per-
formance in this type of data, we have noticed some potential limi-
tations. Specifically, the model exhibits reduced prediction accuracy
in scenarios where the cattle were severely obscured, which may be
primarily due to the limited training samples in such conditions. In
addition, field conditions like adverse weather and poor visibility, as
well as practical constraints from equipment and environment on cattle
farms can influence the performance of data collection and equipment.
More extreme conditions, such as heavy rain, dense fog, low illumina-
tion at night (without auxiliary lighting), or thick mud covering the
back, together with long-term degradation factors like slight camera
displacement or vibration, may introduce noise and reduce image
quality. Moreover, low-cost cameras and related devices with limited
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Table 10
Known-class training and unknown-class testing accuracy.
10:90 20:80 30:70 40:60 50:50
Without align 70.59 (x1.44) 73.69(+1.98) 81.95(+0.30) 87.98 (+0.46) 90.74 (+0.84)
With align 70.62(x1.11) 75.44 (x1.23) 84.66 (+0.27) 89.11 (+0.58) 90.90 (+1.01)

(c)

Fig. 8. The group of figures illustrates
annotations represent the ground truth.

' ! >
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the result of our model in different situations. The red annotations represent the predicted results, while the green

. e

(d) Ground Truth
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Fig. 9. Comparison of results across different models. (d) represents the ground truth annotations. Red bounding boxes delineate regions with significant deviations

from ground truth annotations.

performance may be more susceptible to interference or damage, re-
quiring more robust, higher-performance hardware. However, since
our data undergo automatic filtering through a detection model after
collection to discard unusable or heavily noisy images, the impact of
these extreme factors will be reduced.

5. Conclusion

This paper introduces a data processing solution designed for con-
tactless top-view images of cattle. The newly designed cascade model,
along with the multi-point decision-based alignment algorithm, en-
hances detection performance while maintaining a lightweight design,
which is also beneficial for downstream recognition tasks. Additionally,

10

due to the relatively similar physiological structures and keypoint
distribution patterns of the backs of large livestock, our top-view image
acquisition and alignment scheme may potentially be adapted for other
livestock such as sheep and pigs. This low-cost and convenient data
collection solution, combined with a lightweight and efficient model,
may provide new ideas and solutions for recognition, data acquisition
and processing, and may help advance the development of precision
livestock farming.

In future work, we will conduct further experiments on other live-
stock based on physiological structural similarities to validate the
effectiveness of our method and explore the inherent relationships be-
tween these animals. Additionally, we will extend the current research
on recognition, investigating more factors that affect recognition in
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extreme or open environments. Ultimately, if conditions permit, we
will consider incorporating updated data types (3D) and alignment
methods through point cloud in future research, and aim to integrate
detection and recognition, applying it to practical production activities
to promote the development of precision livestock farming.
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