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New Results on Transceiver Design for Two-Hop
Amplify-and-Forward MIMO Relay Systems

With Direct Link
Zhiqiang He, Member, IEEE, Jinnian Zhang, Wanning Liu, and Yue Rong, Senior Member, IEEE

Abstract—Conventional amplify-and-forward (AF) protocol for
half-duplex two-hop multiple-input–multiple-output (MIMO) re-
lay systems assumes that the source node transmits the signal only
at the first time slot. While making the source node silent at the sec-
ond time slot simplifies the system design, it is strictly suboptimal.
To improve the system performance, in this paper, we consider that
the source node transmits signals during both time slots. We de-
velop two novel iterative algorithms to optimize the source, relay,
and receiver matrices in this new AF MIMO relay system. Both al-
gorithms are based on the minimum mean-square error (MMSE)
criterion. In particular, the first algorithm is applicable for gen-
eral MIMO relay systems with multiple concurrent data streams,
where the source, relay, and receiver matrices are optimized in an
alternating fashion until convergence. The second algorithm is de-
veloped for MIMO relay systems with a single data stream, where
the source precoding vectors and the relay precoding matrix are
optimized iteratively and the receiver matrix is obtained after the
convergence of the source vectors and the relay matrix. Simulation
results show that compared with conventional AF MIMO relay
systems, the proposed system provides better bit-error-rate per-
formance for both multiple-data-stream and single-data-stream
cases.

Index Terms—Amplify-and-forward, direct link, MIMO relay,
MMSE, two-hop.

I. INTRODUCTION

COOPERATIVE relay communication has attracted much
interest in recent years from both academia and indus-

try due to its potential in increasing the coverage, throughput,
and capacity of wireless communication systems [1]–[4]. Relay
nodes in a cooperative communication system can be nonregen-
erative or regenerative [2]. In a nonregenerative relay system,
the relay node simply amplifies (including a linear transfor-
mation) the received signals and forwards the amplified sig-
nals to the destination node. Therefore, the complexity of the
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amplify-and-forward (AF) protocol is much lower than that of
the regenerative relay schemes, particularly when multiple-input
multiple-output (MIMO) relay systems are considered.

Capacity bounds of AF MIMO relay systems have been de-
rived in [5] and [6]. The relay precoding matrix maximizing
the source-destination mutual information (MI) of a two-hop
AF MIMO relay system has been developed in [7] and [8]. In
[9]–[11], the relay precoding matrix that minimizes the mean-
squared error (MSE) of the signal waveform estimation was
proposed. In [12], a unified framework has been established to
optimize the source and relay precoding matrices of linear AF
MIMO relay systems with a broad class of commonly used ob-
jective functions. A recent tutorial on the transceiver design for
AF MIMO relay communication systems can be found in [13].

In the transceiver design works [9]–[12], the direct link be-
tween the source and destination nodes is not considered. How-
ever, in practical systems, the direct link provides valuable spa-
tial diversity, and thus, should be properly considered in the
MIMO relay system design. In [7] and [8], suboptimal structures
of the relay precoding matrix have been derived considering the
direct link. The optimal structure of the relay precoding matrix
for AF MIMO relay systems in the presence of the direct link
has been derived in [14]. Joint source and relay precoding ma-
trices optimization with the direct link based on the MSE matrix
diagonalization has been proposed in [15] and [16]. Tomlinson-
Harashima source precoding matrix and linear relay precoding
matrix design has been studied in [17]. A closed-form design
of the relay precoding matrix has been proposed in [18]. Re-
cently, a semi-closed form solution to the source beamformer
optimization problem with direct link has been presented in
[19]. Joint source and relay matrices optimization for multiuser
AF MIMO relay networks with direct links has been investi-
gated in [20]. Taking into account the mismatch between the
true and the estimated channel state information (CSI), robust
transceiver design algorithms for AF MIMO relay systems with
the direct link have been proposed in [21]–[23].

It is notable that in the conventional AF relay protocol on
half-duplex two-hop MIMO relay systems adopted in [7]–[23],
the source node transmits signal only at the first time slot. While
making the source node silent at the second time slot simplifies
the system design, it is strictly suboptimal [24]. Theoretically,
additional diversity gains can be achieved by exploiting the
signals transmitted by the source node through the direct link at
the second time slot.

In this paper, we consider two-hop AF MIMO relay sys-
tems with the direct source-destination link. Different from the
conventional AF relay protocol [7]–[23], the source node
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transmits signals during both time slots. Thus, valuable time
diversity provided by the direct link can be utilized to improve
the system performance. We investigate the joint source, relay,
and receiver matrices design of this system to minimize the MSE
of the signal waveform estimation at the destination node. Note
that this new AF relay protocol was first proposed in [24] for
single-input single-output relay systems. However, the matrices
optimization problem in this paper is more difficult to solve than
the problem with scalar variables in [24]. Compared with exist-
ing works [7]–[23], the transceiver optimization problem in this
paper is more challenging as we need to optimize the source
precoding matrices at two time slots, rather than only the first
time slot. Since the joint source, relay, and receiver optimiza-
tion problem is non-convex with matrix variables, the globally
optimal solution is intractable to obtain. To solve this problem,
we present two iterative algorithms.

The first algorithm is applicable for general AF MIMO relay
systems with multiple concurrent data streams. In this algo-
rithm, the source, relay, and receiver matrices are optimized in
an alternating fashion till convergence. In particular, we show
that with given source and receiver matrices, the optimal relay
precoding matrix has a closed-form solution. While with fixed
relay and receiver matrices, the two source precoding matrices
can be optimized through solving a quadratically constrained
quadratic programming (QCQP) problem.

The second algorithm is developed for AF MIMO relay sys-
tems with a single data stream, where the source precoding
vectors and the relay precoding matrix are optimized iteratively
and the receiver matrix is obtained after the convergence of the
source vectors and the relay matrix. Interestingly, we show that
in this case, the relay precoding matrix can be optimized through
the semidefinite relaxation (SDR) technique together with the
Charnes-Cooper transformation, and the two source precoding
vectors can be optimized through the SDR technique. Simula-
tion results show that compared with conventional AF MIMO
relay systems, the proposed system provides better bit-error-rate
(BER) performance for both multiple data streams and single
data stream cases.

The rest of this paper is organized as follows. In Section II,
the model of a general two-hop linear AF MIMO relay system
with the direct link is presented, where the source node trans-
mits signals at both time slots. The joint source, relay, and re-
ceiver optimization problem is also formulated in this section. In
Section III, we present an iterative transceiver design algorithm
for general AF MIMO relay systems with multiple concurrent
data streams. The transceiver optimization algorithm for the
particular case of a single data stream system is developed in
Section IV. Simulation results are shown in Section V to verify
the benefit of the proposed algorithms. Finally, conclusions are
drawn in Section VI.

II. SYSTEM MODEL

We consider a three-node two-hop MIMO relay communica-
tion system as shown in Fig. 1, where the source node (node 1)
transmits information to the destination node (node 3) with

Fig. 1. A two-hop MIMO relay communication system with the direct source-
destination link.

the aid of a relay node (node 2). We assume that the three
nodes are equipped with Ni, i = 1, 2, 3 antennas, respectively.
With a practical half-duplex relay node, the data transmission
from the source node to the destination node is completed in
two time slots. At the first time slot, the information-carrying
source symbol vector s = [s1 , s2 , · · · , sNb

]T is linearly pre-
coded by a matrix F1 ∈ CN1 ×Nb and then transmitted to both
the relay node and the destination node, where (·)T stands
for the matrix transpose and Nb denotes the number of inde-
pendent data streams transmitted simultaneously at the source
node.

The signal vectors received at the relay and destination nodes
can be written respectively as

yr = H1F1s + nr (1)

yd1 = H31F1s + nd1 (2)

where H1 ∈ CN2 ×N1 and H31 ∈ CN3 ×N1 are the MIMO chan-
nel matrices of the source-relay link and source-destination
link at the first time slot, respectively, nr ∈ CN2 ×1 and nd1 ∈
CN3 ×1 are the additive noise vectors at the relay node and the
destination node at the first time slot, respectively.

During the second time slot, the relay node linearly pre-
codes yr with a matrix F2 ∈ CN2 ×N2 and then forwards the
precoded signal vector to the destination node. Meanwhile,
the source node transmits F3s to the destination node, where
F3 ∈ CN1 ×Nb is the source precoding matrix at the second time
slot. Note that this new AF relay protocol is different to that used
in two-hop AF MIMO relay communication systems [7]–[23],
where the source node is silent at the second time slot. The
signal vector yd2 received at the destination node at the second
time slot is given by

yd2 = H2F2yr + H32F3s + nd2 (3)

where H2 ∈ CN3 ×N2 and H32 ∈ CN3 ×N1 are the MIMO chan-
nel matrices of the relay-destination link and the source-
destination link at the second time slot, respectively, and
nd2 ∈ CN3 ×1 is the additive noise vector at the destination node
at the second time slot. We assume that nr , nd1 , and nd2 are
independent and identically distributed (i.i.d.) Gaussian noise
vectors with zero-mean and unit variance entries.
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From (1)–(3), the signal vector received at the destination
node over two time slots can be written as

y =

[
yd2

yd1

]

=

[
H2F2H1F1 + H32F3

H31F1

]
s +

[
H2F2nr + nd2

nd1

]

= Gs + v (4)

where G =
[
H2F2H1F1 + H32F3

H31F1

]
is the equivalent source-

destination MIMO channel matrix and v =
[
H2F2nr + nd2

nd1

]
is the equivalent noise vector at the destination node. It is worth
noting that (4) represents the most general case for a half-duplex
three-node two-hop AF MIMO relay system.

� If F3 = 0, we have a conventional AF MIMO relay system
with the direct link [14]–[23], where the source node is
silent at the second time slot.

� AF MIMO relay systems where the direct link is ne-
glected [9]–[12] correspond to (4) with H31 = H32 = 0
and nd1 = 0.

� For slow-fading MIMO relay channels, there is H31
= H32 , while for the fast-fading environment, there is
H31 �= H32 .

� A suboptimal scheme is to set F1 = F3 , i.e., the source
node transmits signals in both time slots using the same
precoding matrix. This may reduce the computational com-
plexity of transceiver optimization as only F1 and F2 need
to be optimized. However, setting F1 = F3 is strictly sub-
optimal, because even for slow fading MIMO relay chan-
nels (i.e., H31 = H32), the channels experienced by the
signals sent from the source node are different over two

time slots (

(
H2F2H1

H31

)
and H31 during the first and sec-

ond time slot, respectively). Therefore, different source
precoding matrices should be used over two time slots to
optimize the system performance.

For simplicity, we assume a perfect knowledge of the CSI of
H1 , H2 , H31 , and H32 . In practice, the destination node can
obtain the knowledge of H2 , H31 and H32 through channel
training. The CSI of H1 , which is obtained at the relay node
by channel training, can also be transmitted to the destination
node. Therefore, by using all CSI obtained, the destination node
can perform the transceiver optimization, and then feed back
the optimized F1 and F3 to the source node and F2 to the relay
node. In the presence of mismatch between the true and the es-
timated CSI, similar to [21]–[23], robust transceiver design can
be carried out based on the transceiver optimization approaches
using the exact CSI presented in the following sections.

Due to its simplicity, a linear receiver is used at the destination
node to retrieve the source signal vector. Thus, the estimated
source signal vector can be written as

ŝ = WH y (5)

where W ∈ C2N3 ×Nb is the weight matrix of the linear receiver
and (·)H stands for the matrix Hermitian transpose. From (5),
the MSE matrix of the signal waveform estimation is given by

E(W,F1 ,F2 ,F3) = E
[
(WH y − s)(WH y − s)H

]
= (WH G − INb

)(WH G − INb
)H + WH CvW (6)

where In stands for an n × n identity matrix, E[·] is the statis-
tical expectation with respect to signal and noise, and

Cv = E[vvH ] =

[
H2F2FH

2 HH
2 + IN3 0

0 IN3

]

is the noise covariance matrix. Here we assume E[ssH ] = INb
.

From (1), the power of the signal transmitted at the relay node
is given by

tr(E[yryH
r ]) = tr

(
F2(H1F1FH

1 HH
1 + IN2 )F

H
2

)
(7)

where tr(·) stands for the matrix trace. The total power con-
sumption at the source node over two time slots is

tr
(
F1FH

1 + F3FH
3

)
. (8)

The aim of the transceiver design is to minimize the MSE of
the signal waveform estimation while satisfying the transmis-
sion power constraints at the source and the relay nodes. From
(6)–(8), the source, relay, and receiver matrices optimization
problem can be written as

min
W ,F1 ,F2 ,F3

tr(E(W,F1 ,F2 ,F3)) (9)

s.t. tr
(
F1FH

1 + F3FH
3

)
≤ Ps (10)

tr(F2
(
H1F1FH

1 HH
1 + IN2

)
FH

2 ) ≤ Pr (11)

where Ps and Pr denote the transmission power available at the
source node and the relay node, respectively. Note that (10) guar-
antees that the source node in the new AF MIMO relay system
consumes the same amount of power as that of the conventional
system where the source node is silent at the second time slot.
Compared with existing works [7]–[23], the introduction of the
source precoding matrix F3 at the second time slot makes the
problem (9)–(11) much more challenging to solve. Note that
the problem (9)–(11) is nonconvex with matrix variables, and
the globally optimal solution is intractable to obtain. In the next
section, we develop an iterative algorithm to solve the problem
(9)–(11).

III. TRANSCEIVER DESIGN ALGORITHM FOR GENERAL AF
MIMO RELAY SYSTEMS

In this section, we develop a novel algorithm to optimize W
and Fi , i = 1, 2, 3 alternatingly till convergence as follows. As
is well known, for any given precoding matrices Fi , i = 1, 2, 3,
the optimal W minimizing (9) is the Wiener filter [25] given by

W =
(
GGH + Cv

)−1
G (12)

where (·)−1 denotes matrix inversion.
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To optimize the relay precoding matrix, let us first rewrite (9)
as a function of F2 as

tr(E(F2)) =

tr
((

WH
1 H2F2H1F1 + WH

1 H32F3 + WH
2 H31F1 − INb

)
×

(
WH

1 H2F2H1F1 + WH
1 H32F3 + WH

2 H31F1 − INb

)H

+WH
1 H2F2FH

2 HH
2 W1 + WH W

)
(13)

where W1 and W2 contain the first and last N3 rows of W,
respectively, i.e., W =

[
WT

1 ,WT
2
]T

. It can be seen from (13)
that with given W, F1 , and F3 , the problem (9)–(11) is con-
verted to the following problem of optimizing F2

min
F2

tr((H̆2F2H̆1−Π)(H̆2F2H̆1−Π)H+H̆2F2FH
2 H̆H

2 ) (14)

s.t. tr(F2(H̆1H̆H
1 + IN2 )F

H
2 ) ≤ Pr (15)

where H̆1 = H1F1 , H̆2 = WH
1 H2 , Π = INb

− WH
1 H32F3

− WH
2 H31F1 . The problem (14)–(15) is convex and can

be solved by the Lagrange multiplier method as shown in
Appendix. The optimal F2 can be expressed as

F2 =
(
H̆H

2 H̆2 + λIN2

)−1
H̆H

2 ΠH̆H
1 (H̆1H̆H

1 + IN2 )
−1 .

(16)
where λ ≥ 0 is the Lagrange multiplier.

It is clear that λ can be determined through the power con-
straint (15) and the following complementary slackness condi-
tion associated with the problem (14)–(15)

λ
(
tr(F2

(
H̆1H̆H

1 + IN2

)
FH

2 ) − Pr

)
= 0. (17)

It can be seen from (17) that if F2 in (16) with
λ = 0 satisfies the constraint (15), then F2 = (H̆H

2 H̆2)−1

H̆H
2 ΠH̆H

1 (H̆1H̆H
1 + IN2 )

−1 is the optimal solution to the prob-
lem (14)–(15). Otherwise, there must exist λ > 0 such that

tr
(
F2

(
H̆1H̆H

1 + IN2

)
FH

2

)
= Pr . (18)

Let us introduce H̆2 = U2Λ2VH
2 as the singular value de-

composition (SVD) of H̆2 . By substituting (16) into (18), we
obtain

tr(Λ2
(
Λ2

2 + λINb

)−1 Γ
(
Λ2

2 + λINb

)−1 Λ2) = Pr (19)

where Γ = UH
2 ΠH̆H

1 (H̆1H̆H
1 + IN2 )

−1H̆1ΠH U2 . By denot-
ing μi and γi as the ith diagonal elements of Λ2 and Γ respec-
tively, (19) can be rewritten as

Nb∑
i=1

μ2
i γi

(μ2
i + λ)2 = Pr . (20)

As the left-hand side (LHS) of (20) is a monotonically de-
creasing function of λ, the bisection method [26] can be applied
to solve (20) to obtain λ.

With given W and F2 , the MSE function (13) can be rewritten
as the following function of F1 and F3

tr(E(F1 ,F3)) = tr((DB − INb
)(DB − INb

)H

+WH CvW) (21)

TABLE I
PROCEDURE OF THE PROPOSED SOURCE, RELAY, AND RECEIVER MATRICES

OPTIMIZATION ALGORITHM

where D =
[
WH

1 H2F2H1 + WH
2 H31 ,WH

1 H32
]
, B = [FT

1 ,
FT

3 ]T . Moreover, the LHS of (10) becomes tr(BH B), while
the LHS of (11) becomes tr(BH A0B + F2FH

2 )), where A0

=
[
HH

1 FH
2 F2H1 0
0 0

]
. Thus, the problem of optimizing F1

and F3 can be written as

min
B

tr((DB − INb
)(DB − INb

)H ) (22)

s.t. tr(BH B) ≤ Ps (23)

tr(BH A0B) ≤ Pr − tr
(
F2FH

2
)
. (24)

The problem (22)–(24) is a QCQP problem, which can be ef-
ficiently solved by the disciplined convex programming toolbox
CVX [27]. We would like to note that the conditional updates
of W and Fi , i = 1, 2, 3, may either decrease or maintain but
cannot increase the objective function (9). Monotonic conver-
gence of W and Fi , i = 1, 2, 3 towards (at least) a stationary
point follows directly from this observation.

The procedure of the proposed iterative algorithm is summa-
rized in Table I, where the superscript (n) denotes variables at
the nth iteration, ε is a small positive number for which conver-
gence is acceptable, and mse1 is the MSE calculated from (9).
With the decrease of ε, the system MSE performance improves,
whereas the computational complexity increases.

IV. TRANSCEIVER OPTIMIZATION FOR THE SPECIAL CASE

OF A SINGLE DATA STREAM

The source, relay, and receiver matrices optimization algo-
rithm developed in the last section is applicable for the general
case of multiple data streams. In this section, we develop a novel
algorithm for the MSE minimization problem for the special
case of single data stream two-hop AF MIMO relay systems.

In the special case of a single data stream, the precoding
matrices F1 and F3 at the source node and the weight matrices
W1 andW2 at the destination node degenerate to vectors, which
are denoted as f1 , f3 , w1 , and w2 , respectively. From (16) we
have h̆1 = H1f1 , h̆2 = wH

1 H2 (a row vector), and

F2 = η
(
h̆H

2 h̆2 + λIN2

)−1
h̆H

2 h̆H
1

(
h̆1 h̆H

1 + IN2

)−1
(25)

= αβηh̆H
2 h̆H

1 (26)

= bfH
1 HH

1 (27)
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where α = 1/(λ + h̆2 h̆H
2 ), β = 1/(1 + h̆H

1 h̆1), η = 1 − wH
2

H31f1 − wH
1 H32f3 , and b = αβηh̆H

2 . From (25) to (26), we
applied the identity that for a vector a, there is

(aaH + λI)−1a =
1

aH a + λ
a (28)

which can be easily derived using (160) in [28]. It can be seen
from (27) that the optimal F2 has a rank-1 structure.

By substituting (12) back into (6), the MSE of the signal
waveform estimation using an MMSE receiver is given by

tr(E(F1 ,F2 ,F3)) = tr((INb
+ GH C−1

v G)−1). (29)

For the single data stream case, using (27), (29) can be equiv-
alently rewritten as

MSE =
[
1 + fH

1 HH
31H31f1 + (H32f3 + H2F2H1f1)H

×
(
H2F2FH

2 HH
2 +IN3

)−1
(H32f3 +H2F2H1f1)

]−1

=
[
1 + fH

1 HH
31H31f1 + (H32f3 + cH2b)H

×
(
cH2bbH HH

2 +IN3

)−1
(H32f3 +cH2b)

]−1
(30)

where c = fH
1 HH

1 H1f1 . By substituting (27) back into (11),
the power constraint at the relay node can be rewritten as (c2

+ c)bH b ≤ Pr . Therefore, with fixed f1 and f3 , optimizing F2
can be converted to the optimization of b, which is given by the
following problem

max
b

(H32f3 + cH2b)H
(
cH2bbH HH

2 + IN3

)−1

× (H32f3 + cH2b) (31)

s.t. bH b ≤ P̄r (32)

where P̄r = Pr/(c2 + c).
Using the identity (28), it can be shown that

(H32f3 + cH2b)H
(
cH2bbH HH

2 + IN3

)−1
(H32f3 + cH2b)

= fH
3 HH

32H32f3 + c

(
1 − |fH

3 HH
32H2b − 1|2

1 + cbH HH
2 H2b

)
.

Then, the problem (31)–(32) can be equivalently rewritten as

min
b

∣∣fH
3 HH

32H2b − 1
∣∣2

1 + cbH HH
2 H2b

(33)

s.t. bH b ≤ P̄r . (34)

The problem (33)–(34) can be solved by the SDR technique
[29] and the Charnes-Cooper transformation [30] as shown be-
low. By introducing a = HH

2 H32f3 , A = cHH
2 H2 , |t|2 = 1,

and b̃ = bt, (33) and (34) can be equivalently rewritten as

|t|2
∣∣fH

3 HH
32H2b − 1

∣∣2
|t|2

(
1 + cbH HH

2 H2b
) =

(aH b̃ − t)(b̃H a − t∗)
1 + b̃H Ab̃

(35)

|t|2bH b = b̃H b̃. (36)

Using (35) and (36), the problem (33)–(34) can be equivalently
rewritten as

min
b̃,t

(aH b̃ − t)(b̃H a − t∗)
1 + b̃H Ab̃

(37)

s.t. b̃H b̃ ≤ P̄r , |t|2 = 1. (38)

By introducing ā = [aT ,−1]T and b̄ = [b̃T , t]T , we have

(aH b̃ − t)(b̃H a − t∗) = āH b̄b̄H ā = tr(A2X) (39)

b̃H Ab̃ = b̄H A1 b̄ = tr(A1X) (40)

b̃H b̃ = b̄H B1 b̄ = tr(B1X) (41)

|t|2 = b̄H B2 b̄ = tr(B2X) (42)

where X = b̄b̄H , A2 = āāH , A1 =
[
A 0
0 0

]
, B1 =

[
IN2 0
0 0

]
,

B2 =
[
0 0
0 1

]
. Using (39)–(42), the problem (37)–(38) can be

equivalently rewritten as

max
X

1 + tr(A1X)
tr(A2X)

(43)

s.t. tr(B1X) ≤ P̄r (44)

tr(B2X) = 1 (45)

rank(X) = 1, X � 0 (46)

where rank(·) denotes the matrix rank and A � 0 means that
matrix A is positive semidefinite (PSD).

By applying the SDR technique, we drop the rank-1 constraint
in (46), then we have the following relaxed problem

max
X

1 + tr(A1X)
tr(A2X)

(47)

s.t. tr(B1X) ≤ P̄r (48)

tr(B2X) = 1 (49)

X � 0. (50)

The problem (47)–(50) is a linear fraction programming prob-
lem, which can be solved through the Charnes-Cooper transfor-
mation [30]. Let X = Z/δ with δ > 0. The problem (47)–(50)
can be equivalently rewritten as

max
Z ,δ

tr(A1Z) + δ (51)

s.t. tr(A2Z) = 1 (52)

tr(B1Z) ≤ δP̄r (53)

tr(B2Z) = δ (54)

Z � 0, δ > 0. (55)

The problem (51)–(55) is a semidefinite programming (SDP)
problem and can be efficiently solved by the disciplined convex
programming toolbox CVX [27]. After getting Z and δ, we
obtain X = Z/δ. Then we can apply Theorem 2.3 in [31] to
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find the optimal b̄ such that

tr(AiX) = b̄H Aib̄, tr(BiX) = b̄H Bib̄, i = 1, 2.
(56)

We would like to note that the construction of b̄ from X
using (56) does not lose any optimality [31], i.e., the SDR from
(43)–(46) to (47)–(50) is in fact tight. In the next step, we extract
b from b̄ as b = b̄1:N2 /b̄N2 +1 , where b̄1:N2 stands for the first
N2 elements of b̄. Finally, we obtain F2 from (27).

With fixed F2 , the problem of optimizing f1 and f3 is given by

max
f1 ,f3

fH
1 HH

31H31f1 + (H32f3 + H2F2H1f1)H

×
(
H2F2FH

2 HH
2 + IN3

)−1
(H32f3 + H2F2H1f1)

(57)

s.t. fH
1 HH

1 FH
2 F2H1f1 ≤ Pr − tr

(
F2FH

2
)

(58)

fH
1 f1 + fH

3 f3 ≤ Ps. (59)

Let us introduce P̃r = Pr − tr(F2FH
2 ), f = [fT

1 , fT
3 ]T , and

D1 =

[
(H2F2H1)H

HH
32

] (
H2F2FH

2 HH
2 + IN3

)−1

× [H2F2H1 H32 ] +

[
HH

31H31 0

0 0

]

D2 =

[
HH

1 FH
2 F2H1 0

0 0

]
.

The problem (57)–(59) can be rewritten as

min
f

− fH D1f (60)

s.t. fH D2f ≤ P̃r (61)

fH f ≤ Ps. (62)

By introducing Q = f fH , the problem (60)–(62) can be
rewritten as

min
Q

− tr(D1Q) (63)

s.t. tr(D2Q) ≤ P̃r (64)

tr(Q) ≤ Ps, rank(Q) = 1, Q � 0. (65)

Using the SDR technique to drop the rank-1 constraint in
(65), the relaxed problem can be written as

min
Q

− tr(D1Q) (66)

s.t. tr(D2Q) ≤ P̃r (67)

tr(Q) ≤ Ps, Q � 0. (68)

The problem (66)–(68) is an SDP problem which can be
solved by CVX. After obtaining Q, we can get the optimal f
from Q by using the randomization procedure in [29] such that
the SDR from (63)–(65) to (66)–(68) is tight.

TABLE II
PROCEDURE OF THE TRANSCEIVER OPTIMIZATION ALGORITHM FOR AF MIMO

RELAY SYSTEMS WITH A SINGLE DATA STREAM

We are ready to develop an iterative transceiver optimization
algorithm for AF MIMO relay systems with a single data stream.
In each iteration, with fixed f1 and f3 , we updateF2 following the
steps in (51)–(56). Then with given F2 , we optimize f1 and f3 by
solving the problem (66)–(68). Note that the conditional updates
of F2 , f1 , and f3 may either decrease or maintain but cannot
increase the objective function (30). Monotonic convergence of
F2 , f1 , and f3 towards (at least) a stationary point follows directly
from this observation. After the convergence of the iterations,
W is obtained as an MMSE receiver in (12). Table II illustrates
the procedure of the proposed iterative algorithm, where mse2
is the MSE calculated by (30).

V. NUMERICAL EXAMPLES

In this section, we study the performance of two proposed
source, relay, and receiver matrices optimization algorithms
through numerical simulations. In the simulations, a two-hop
AF MIMO relay system with 4 antennas at each node (i.e.,
N1 = N2 = N3 = 4) is considered. The channel matrices H1 ,
H2 , H31 , and H32 have i.i.d. complex Gaussian entries with
zero mean and variances of σ2

1 , σ2
2 , σ2

3 , and σ2
3 , respectively.

Note that we assume the same statistics for H31 and H32 , as
usually it remains unchanged over two consecutive time slots.

Based on the assumption that the noise has unit power,
we define SNR1 = σ2

1Ps/N2 , SNR2 = σ2
2Pr/N3 , and SNR3

= σ2
3Ps/N3 as the signal-to-noise ratio (SNR) for the

source-relay, relay-destination, and source-destination links
respectively. Following [23], we choose SNR3 = SNR1 −
ΔSNR (dB), where ΔSNR stands for the attenuation of the direct
link relative to the first-hop channel. In the first two numerical
examples, we set SNR1 = SNR2 = SNR and in the last four
simulation examples, the SNRs are set as SNR1 = 0 dB and
SNR2 = SNR. Quadrature phase-shift keying (QPSK) constel-
lations are used to modulate the source symbols. All simulation
results are averaged over 1000 independent channel realizations.

We compare the proposed algorithms with the algorithm in
[16] and the Tri-step and Bi-step algorithms developed in [23]
using the exact CSI. We set ε = 0.001 for the proposed schemes
and both algorithms in [23]. For the proposed AF MIMO relay
system, we consider two cases. In Case 1, H32 = H31 , i.e.,
the exact CSI of the direct link remains unchanged during two
transmission slots, corresponding to a slow-fading environment.
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Fig. 2. Example 1. BER versus SNR, Nb = 4, ΔSNR =20 dB.

Fig. 3. Example 2. BER versus SNR, Nb = 4, ΔSNR =10 dB.

While in Case 2, we set H32 �= H31 , which simulates a fast-
fading environment.

In the first numerical example, we consider the case
where Nb = 4 independent data streams are simultaneously
transmitted and set ΔSNR =20 dB. The procedure in Table I
is carried out for the proposed algorithm. Fig. 2 shows the sys-
tem BER versus SNR of the four algorithms tested. It can be
seen from Fig. 2 that the proposed algorithm has a better BER
performance than those in [16] and [23], which confirms that
additional gain can be achieved by making the source node
transmit signals at the second time slot. The poor performance
of the algorithm in [16] is caused by the channel diagonaliza-
tion constraint, which is strictly suboptimal when Nb > 1. We
would like to note that for the algorithms in [16] and [23], as the
source node is silent at the second time slot, the BER of these
three algorithms does not depend on H32 .

In the second example, we simulate a MIMO relay system
with Nb = 4 and ΔSNR =10 dB. The system BER and MSE
yielded by four algorithms tested are shown in Figs. 3 and 4,
respectively. Similar to Fig. 2, it can be observed from Figs. 3
and 4 that the proposed algorithm yields a lower BER and MSE
than the algorithms in [16] and [23]. Moreover, it can be seen
from Figs. 2 and 3 that in a fast-fading channel environment,
the BER performance of the proposed AF protocol is further

Fig. 4. Example 2. MSE versus SNR, Nb = 4, ΔSNR =10 dB.

Fig. 5. Example 3. BER versus SNR, Nb = 1, ΔSNR =20 dB, H32 = H31 .

improved due to the valuable time diversity as the proposed
algorithm jointly optimizes F1 and F3 considering both H31
and H32 . It is worth noting that the gap between the BER of the
proposed algorithm and that of the algorithms in [16] and [23]
increases with the SNR, and such performance gap increases
as the gain of the direct link is increased from ΔSNR = 20 dB
to ΔSNR =10 dB. This is expected as explained below. When
SNR1 = SNR2 = SNR is low (and/or the direct link is weak),
the benefit of distributing the transmission power at the source
node over two time slots is less noticeable as the effective power
for the direct link is limited. As the SNR increases (and/or the
direct link becomes stronger), more effective power is available
at the source node so that it can allocate the power more flexibly
over two time slots to reduce the system BER.

In the third simulation example, an AF MIMO relay system
with Nb = 1, ΔSNR =20 dB, and H32 = H31 is simulated. We
applied both the algorithms in Tables I and II for the proposed AF
protocol. The BER performance of four algorithms is shown in
Fig. 5. It can be seen that similar to the general case of multiple
data streams, for the case of a single data stream, the system
BER is reduced by letting the source node transmit signals at
both time slots. Moreover, we can also observe from Fig. 5
that at high SNR, the algorithm in Table II has a better BER
performance than the algorithm in Table I.
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Fig. 6. Example 4. BER versus SNR, Nb = 1, ΔSNR =20 dB, H32 �= H31 .

Fig. 7. Example 5. BER versus SNR, Nb = 1, ΔSNR =10 dB, H32 = H31 .

Fig. 8. Example 6. BER versus SNR, Nb = 1, ΔSNR =10 dB, H32 �= H31 .

We simulate in the next example a MIMO relay system with
Nb = 1, ΔSNR =20 dB, and H32 �= H31 . It can be seen from
Fig. 6 that the proposed algorithms yield smaller system BER
than the algorithms in [23]. Comparing Fig. 6 with Fig. 5, we
observe that the time diversity in a fast-fading channel environ-
ment helps to reduce the system BER.

In the last two examples, we simulate an AF MIMO relay
system with Nb = 1 and ΔSNR =10 dB. Fig. 7 shows the system

Fig. 9. Example 6. MSE versus SNR, Nb = 1, ΔSNR =10 dB,
H32 �= H31 .

BER versus SNR of all five algorithms tested when H32 = H31 ,
while Figs. 8 and 9 demonstrate the system BER and MSE
performance, respectively, when H32 �= H31 . Compared with
Figs. 5 and 6, it can be seen from Figs. 7 and 8 that as the
gain of the direct link increases (ΔSNR from 20 dB to 10 dB),
the BER performance of all algorithms improves. Interestingly,
it can be seen from Figs. 7–9 that the gap between the BERs
yielded by the proposed algorithms and the approaches in [16]
and [23] decreases with the increase of SNR, which is expected
as explained below. Remember that in Figs. 7–9, we set SNR1
= 0 dB, SNR3 = −10 dB, and SNR2 = SNR. At low SNRs,
as the gain of the direct link is larger than that of the relay-
destination link, the source node allocates more power to the
second time slot to exploit H32 . Thus, the proposed algorithms
have a better performance than the other three approaches at low
SNRs. As SNR increases, the relay-destination link becomes
stronger. The source node tends to allocate more power to the
first time slot. When the SNR is sufficiently large, almost all
power of the source node is allocated at the first time slot. As
a result, the proposed algorithms have a similar performance to
the other three algorithms at high SNRs.

Finally, we compare the computational complexity of the
five algorithms tested. For the sake of notational simplicity, we
assume Ni = N, i = 1, 2, 3 and Nb = N for the general case.
As the algorithm in [16] involves matrix inversion and matrix
SVD, it has a complexity order of O(N 3) [16]. It is shown in
[23] that the per iteration complexity of the Bi-step and Tri-step
algorithms is O(N 7) and O(N 6), respectively. For the proposed
algorithm in the general case, it can be seen from Table I that
most of computations are spent on solving the QCQP problem
(22)–(24). Thus, the per iteration complexity of the proposed
algorithm is in the order of O(N 6) [32], which is comparable
to that of the Tri-step algorithm.

For the special case of a single data stream, we assume
Ni = N, i = 1, 2, 3 and Nb = 1. The complexity order of the
algorithm in [16] and the Bi-step algorithm remains the same
as in the general case, while the per iteration complexity of the
Tri-step algorithm and the proposed algorithm in Table I is re-
duced to O(N 3) [32]. For the proposed algorithm in Table II,
we need to solve two SDP problems in each iteration, which
has a complexity order of O(N 7). From the above analysis, the
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TABLE III
AVERAGE NUMBER OF ITERATIONS REQUIRED BY FOUR ITERATIVE

ALGORITHMS TILL CONVERGENCE FOR GENERAL SYSTEMS

TABLE IV
AVERAGE NUMBER OF ITERATIONS REQUIRED BY FOUR ITERATIVE

ALGORITHMS TILL CONVERGENCE FOR SINGLE DATA STREAM SYSTEMS

algorithm in Table II has a higher per iteration complexity than
that in Table I.

The overall computational complexity of the four iterative
algorithms tested (except for the approach in [16] depends also
on the number of iterations. Tables III and IV show the average
number of iterations required by the four iterative algorithms
till convergence in the examples corresponding to Figs. 3 and 8,
respectively. It can be seen that for general systems, the num-
ber of iterations required by the proposed algorithm in Table I
increases with the SNR, and is larger than the other two algo-
rithms. Interestingly, for single data stream systems, it can be
seen from Table IV that the number of iterations required by the
proposed algorithm in Table II is smaller than the other three
algorithms and does not change with the SNR.

VI. CONCLUSION

We have studied a new AF relay protocol where the source
node transmits signals at both time slots in half-duplex MIMO
relay systems with the direct link. Two novel iterative algo-
rithms have been developed to optimize the source, relay, and
receiver matrices in this new AF MIMO relay system. Simula-
tion results show that the proposed algorithms have better BER
performance compared with conventional AF MIMO relay sys-
tems, and more gains can be achieved with the improvement of
the direct-link channel quality. When the optimal receiver W
in (12) is substituted into (9), the objective function becomes a
very complicated function of three precoding matrices F1 , F2 ,
and F3 . How to solve this optimization problem efficiently for
general AF MIMO relay systems is an interesting future topic.

APPENDIX

PROOF OF (16)

The Lagrangian function associated with the problem (14)–
(15) is given by

L = f(F2) + λ g(F2)

where f(F2) = tr((H̆2F2H̆1 − Π)(H̆2F2H̆1 − Π)H + H̆2

F2FH
2 H̆H

2 ), and g(F2) = tr(F2(H̆1H̆H
1 + IN2 )F

H
2 ) − Pr . At

the optimal F2 , there is [26]

∂L
∂F2

=
∂f(F2)

∂F2
+ λ

∂g(F2)
∂F2

= 0. (69)

Using the derivatives of matrices in [28], we have

∂f(F2)
∂F2

= H̆T
2 [H̆1(H̆2F2H̆1 − Π)H ]T + H̆T

2
(
FH

2 H̆H
2

)T
(70)

∂g(F2)
∂F2

=
[
(H̆1H̆H

1 + IN2 )F
H
2

]T

. (71)

By substituting (70) and (71) back into (69) and solving for
F2 , we obtain (16).
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[8] O. Muñoz-Medina, J. Vidal, and A. Agustı́n, “Linear transceiver design
in nonregenerative relays with channel state information,” IEEE Trans.
Signal Process., vol. 55, no. 6, pp. 2593–2604, Jun. 2007.

[9] W. Guan and H. Luo, “Joint MMSE transceiver design in non-regenerative
MIMO relay systems,” IEEE Commun. Lett., vol. 12, no. 7, pp. 517–519,
Jul. 2008.

[10] D. Jiang, H. Zhang, and D. Yuan, “Linear precoding with limited feedback
in multiuser MIMO relay networks,” in Proc. Int. Symp. Commun. Inf.
Technol., Icheon, South Korea, Sep. 2009, pp. 337–342.

[11] B. Zhang, X. Wang, K. Niu, and Z. He, “Joint linear transceiver de-
sign for non-regenerative MIMO relay systems,” Electron. Lett., vol. 45,
pp. 1254–1256, Nov. 2009.

[12] Y. Rong, X. Tang, and Y. Hua, “A unified framework for op-
timizing linear non-regenerative multicarrier MIMO relay commu-
nication systems,” IEEE Trans. Signal Process., vol. 57, no. 12,
pp. 4837–4851, Dec. 2009.

[13] L. Sanguinetti, A. A. D’Amico, and Y. Rong, “A tutorial on the optimiza-
tion of amplify-and-forward MIMO relay systems,” IEEE J. Sel. Areas
Commun., vol. 30, no. 8, pp. 1331–1346, Sep. 2012.

[14] Y. Rong, “Optimal joint source and relay beamforming for MIMO re-
lays with direct link,” IEEE Commun. Lett., vol. 14, no. 5, pp. 390–392,
May 2010.

[15] F.-S. Tseng and W.-R. Wu, “Linear MMSE transceiver design in amplify-
and-forward MIMO relay systems,” IEEE Trans. Veh. Technol., vol. 59,
no. 2, pp. 754–765, Feb. 2010.

[16] F.-S. Tseng, W.-R. Wu, and J.-Y. Wu, “Joint source/relay precoder de-
sign in nonregenerative cooperative systems using an MMSE crite-
rion,” IEEE Trans. Wireless Commun., vol. 8, no. 10, pp. 4928–4933,
Oct. 2009.



HE et al.: NEW RESULTS ON TRANSCEIVER DESIGN FOR TWO-HOP AF MIMO RELAY SYSTEMS WITH DIRECT LINK 5241

[17] F.-S. Tseng, M.-Y. Chang, and W.-R. Wu, “Joint Tomlinson–Harashima
source and linear relay precoder design in amplify-and-forward MIMO
relay systems via MMSE criterion,” IEEE Trans. Veh. Technol., vol. 60,
no. 4, pp. 1687–1698, May 2011.

[18] C. Song, K.-J. Lee, and I. Lee, “MMSE-based MIMO cooperative relaying
systems: Closed-form designs and outage behavior,” IEEE J. Sel. Areas
Commun., vol. 30, no. 8, pp. 1390–1401, Sep. 2012.

[19] H. Shen, W. Xu, and C. Zhao, “A semi-closed form solution to MIMO
relaying optimization with source-destination link,” IEEE Signal Process.
Lett., vol. 23, no. 2, pp. 247–251, Feb. 2016.

[20] H. Wan and W. Chen, “Joint source and relay design for multiuser MIMO
nonregenerative relay networks with direct links,” IEEE Trans. Veh.
Technol., vol. 61, no. 6, pp. 2871–2876, Jul. 2012.

[21] F.-S. Tseng, M.-Y. Chang, and W.-R. Wu, “Robust Tomlinson–Harashima
source and linear relay precoders design in amplify-and-forward MIMO
relay systems,” IEEE Trans. Commun., vol. 60, no. 4, pp. 1124–1137, Apr.
2012.

[22] H. Shen, W. Xu, and C. Zhao, “Robust transceiver for AF MIMO relaying
with direct link: A globally optimal solution,” IEEE Signal Process. Lett.,
vol. 21, no. 8, pp. 947–951, Aug. 2014.

[23] Z. He, W. Jiang, and Y. Rong, “Robust design for amplify-and-forward
MIMO relay systems with direct link and imperfect channel information,”
IEEE Trans. Wireless Commun., vol. 14, no. 1, pp. 353–363, Jan. 2015.

[24] Y. Ma, A. Liu, and Y. Hua, “A dual-phase power allocation scheme for
multicarrier relay system with direct link,” IEEE Trans. Signal Process.,
vol. 62, no. 1, pp. 5–16, Jan. 2014.

[25] S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation
Theory. Englewood Cliffs, NJ, USA: Prentice-Hall, 1993.

[26] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, U.K.:
Cambridge Univ. Press, 2004.

[27] M. Grant and S. Boyd, “The CVX Users Guide,” Release 2.1, Oct. 2014.
[Online]. Available: http://web.cvxr.com/cvx/doc/CVX.pdf.

[28] K. B. Petersen and M. S. Petersen, The Matrix Cookbook [Online].
Available: https://www.math.uwaterloo.ca/hwolkowi/matrixcookbook.
pdf, ver. Nov. 15, 2012.

[29] Y. Huang and D. P. Palomar, “Randomized algorithms for optimal solu-
tions of double-sided QCQP with applications in signal processing,” IEEE
Trans. Signal Process., vol. 62, no. 5, pp. 1093–1108, Mar. 2014.

[30] A. Charnes and W. W. Cooper, “Programming with linear fractional func-
tionals,” Naval Res. Logist. Quart., vol. 9, pp. 181–186, 1962.

[31] W. Ai, Y. Huang, and S. Zhang, “New results on Hermitian matrix rank-one
decomposition,” Math. Programm., vol. 128, pp. 253–283, Aug. 2009.

[32] Y. Nesterov and A. Nemirovsky, “Interior-Point Polynomial Methods in
Convex Programming”. vol. 13Studies in Applied MathematicsPhiladel-
phia, PA, USA: SIAM, 1994.

Zhiqiang He (S’01–M’04) received the B.E. degree
and Ph.D. degree (with distinction) from Beijing Uni-
versity of Posts and Telecommunications, China, all
in signal and information processing, in 1999 and
2004, respectively. Since July 2004, He has been with
the School of Information and Communication En-
gineering, Beijing University of Posts and Telecom-
munications, where he is currently an Associate Pro-
fessor and the director of the Center of Information
Theory and Technology.

His research interests include signal and infor-
mation processing in wireless communications, networking architecture and
protocol design, and underwater acoustic communications.

Jinnian Zhang received the B.E. degree in informa-
tion engineering from Beijing University of Posts and
Telecommunications, Beijing, China, in 2014. He is
currently pursuing the M.Sc. degree in information
and telecommunication engineering at Beijing Uni-
versity of Posts and Telecommunications, Beijing,
China. His research interests include wireless com-
munications, synchronization, interference cancella-
tion, and channel estimation.

Wanning Liu received the B.E. degree in communi-
cation engineering from North China Electric Power
University, Beijing, China. She is currently pursuing
the M.Sc. degree in information and telecommunica-
tion engineering at Beijing University of Posts and
Telecommunications, Beijing, China. Her research
interests include data mining, machine learning, and
wireless communications.

Yue Rong (S’03–M’06–SM’11) received the Ph.D.
degree (summa cum laude) in electrical engineer-
ing from the Darmstadt University of Technology,
Darmstadt, Germany, in 2005.

He was a Post-Doctoral Researcher with the
Department of Electrical Engineering, University
of California, Riverside, from February 2006 to
November 2007. Since December 2007, he has been
with the Department of Electrical and Computer
Engineering, Curtin University, Bentley, Australia,
where he is currently a Full Professor. His research

interests include signal processing for communications, wireless communica-
tions, underwater acoustic communications, applications of linear algebra and
optimization methods, and statistical and array signal processing. He has pub-
lished over 130 journal and conference paper in these areas.

Dr. Rong was a recipient of the Best Paper Award at the 2011 International
Conference on Wireless Communications and Signal Processing, the Best Pa-
per Award at the 2010 Asia-Pacific Conference on Communications, and the
Young Researcher of the Year Award of the Faculty of Science and Engineering
at Curtin University in 2010. He is an Associate Editor of the IEEE TRANS-
ACTIONS ON SIGNAL PROCESSING. He was an Editor of the IEEE WIRELESS

COMMUNICATIONS LETTERS from 2012 to 2014, a Guest Editor of the IEEE
JOURNAL ON SELECTED AREAS IN COMMUNICATIONS special issue on theories
and methods for advanced wireless relays, and was a TPC Member for the IEEE
ICC, WCSP, IWCMC, and ChinaCom.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


