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Abstract—Ambient backscatter communication (AmBC) is a
newly cutting-edge technology for the Internet of Things, which
utilizes the ambient radio frequency signal as the carrier to
transmit information. Existing works focus on the simple on-off
keying modulation which has low channel utilization. However,
it is not desirable to develop the high-order modulation in the
power domain due to the weak strength of the backscattered
signal. In this paper, we extend the high-order modulation in the
time domain instead, i.e., high-order time shift keying (TSK).
Since the channel coherent time is unknown at the receiver and
the tag, the detection methods with training symbols will have a
huge performance degradation if the channels are changed and
training symbols become outdated. To overcome this challenge,
we further propose the transition-aided TSK (TA-TSK) mod-
ulation and the frequency-shifting TSK (FS-TSK) modulation,
which do not need to send training symbols at the tag. These
two methods can work well even if the channel coherent time is
as short as one time slot. Meanwhile, the detection methods for
TSK are developed and the corresponding closed-form bit-error-
rate (BER) expressions are obtained. Simulation results show that
a high modulation order is more suitable for the 𝑀-ary phase
shift keying source than the complex Gaussian source. The high
order TSK can provide at least 2 𝑑𝐵 signal-to-noise ratio (SNR)
gain at the same BER compared to the on-off keying.

Index Terms—Ambient backscatter, time shift keying, modu-
lation, detection, bit-error-rate.

I. INTRODUCTION

Due to its low power consumption and low cost, ambient
backscatter communication (AmBC) has been considered as an
appealing technology for the Internet of things (IoT) [2]–[5] .
In AmBC, there is no dedicated radio frequency (RF) source
for tag backscattering compared to conventional monostatic or
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bistatic backscatter communication [6]–[9]. Instead, ambient
signals like TV signals [10], FM signals [11], [12] and Wi-
Fi signals [13]–[17] etc., can be used as source signals for
realization of AmBC.

In AmBC, the strength of the backscattered signal is weak
due to its low reflection efficiency and a large path loss
[18]–[21]. Considering also the low-cost and low-complexity
tag, most of the works on the AmBC system adopt binary
modulation schemes, e.g., on-off keying (OOK) [10] [13],
[22]–[32], which means a low channel utilization for AmBC.
The OOK modulation belongs to the binary amplitude shift
keying (ASK). If we increase the modulation order in the
power domain, the difference in strengths of the backscattered
signals will be small under the weak backscattered signal,
which leads to poor detection performance. Thus, the high-
order modulation in the power domain is not practical for
the tag. For this reason, the high-order modulation in AmBC
should be explored in other signal domains.

Existing works have explored high-order modulation for
AmBC. The authors investigate the high order time shift
keying to increase the channel utilization [1]. Both coherent
and non-coherent transmission schemes are studied. For the
space domain [33], the authors employ multiple antennas at the
tag and the reader to realize the space shift keying increasing
the communication rate. The authors in [35] explores the
multiple frequency shift keying modulation in which the direct
link interference are removed by multiple frequency bands
and passband filters at the receiver. In [36], the authors
propose the high order phase-shift keying for AmBC and
derive the optimal energy detector under the source with a
complex Gaussian distribution. For the sake of understanding,
we make a comparison between the high order modulations
over different signal domains in Table I.

There have been already high order modulation schemes
proposed for orthogonal frequency division multiplexing
(OFDM) ambient sources based AmBC. The authors in [37]
propose two modulation schemes including phase-shift keying
and delay-shift keying in ambient OFDM pilot-aided backscat-
ter communications. The authors in [38] realize high order
modulation by shifting energy to null subcarriers with OFDM
source signals. The author in [39] investigates the noncoherent
maximum likelihood (ML) detection problem for a general 𝑄-
ary signal constellation over the ambient OFDM source. Note
that these methods are designed exclusively for the OFDM
ambient source and not applicable to other sources.

This paper proposes the basic time shift keying (TSK)
modulation and further proposes other two TSK based mod-
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TABLE I
ADVANTAGES AND LIMITATIONS OF HIGH ORDER MODULATIONS IN DIFFERENT SIGNAL DOMAINS.

Signal
domains Advantages Limitations

Time

Reducing the interference to the legacy users;
No additional hardware or frequency bands;

Less or no training symbols and
no detection threshold

Suffering from the direct link interference

Frequency

Removing the direct link interference,
and increasing the communication rate;

No training symbols and
no detection threshold

Requiring frequency shift at the tag
and multiple frequency bands and

filters at the receiver

Space Removing the direct link interference,
and increasing the communication rate Requiring additional hardware at the tag and the reader

Power Increasing the communication rate

Requiring multiple impedance;
Requiring more training symbols to estimate parameters;

Multiple detection thresholds for each source;
Suffering from the direct link interference

Phase Increasing the communication rate

Requiring multiple impedance;
Requiring more training symbols to estimate parameters;

Multiple detection thresholds for each source;
Suffering from the direct link interference

ulations to handle unknown channel changes. The basic TSK
modulation has been proposed in [1], which is included in this
paper. Besides, this paper investigates additional theoretical
analysis and simulations for the other two TSK based modu-
lations. To be specific, this paper proposes to implement high-
order TSK for AmBC, which extends the modulation order
in the time domain to increase the channel utilization. TSK
backscatters the ambient signals in one time slot and this time
slot is referred to as the active time slot. TSK modulates its
information at the position index of the active time slot. In
this sense, the channel utilization can be increased compared
to the binary modulation schemes.

To demodulate the TSK signal, it is critical to determine the
position of the active time slot in which the tag backscatters
ambient source signals. Due to the complex form of signals,
it is not guaranteed that the power of the superposition of
the source and the backscattered signals in the active slot is
larger than that of the signals in the inactive slots. Therefore,
the complex signals bring uncertainty in detecting the active
time slot. This uncertainty can be readily addressed by using
training symbols, although the training symbols introduce
extra overhead for AmBC. We also find that the superimposed
signal in the active time slot may be the maximum value or the
minimum value among all time slots. Then, the inactive slots
can be regarded as potential training symbols. Our finding will
give rise to a new signal detector without any training symbols
for high-order TSK.

Moreover, considering the channel coherent time is un-
known at the receiver and the tag. When the channel is
changed, the parameters estimated by the training sequence
may be outdated, and the corresponding detection will have a
huge performance degradation. To overcome this challenge, we
propose two TSK based schemes without the training symbols

including the transition-aided TSK (TA-TSK) modulation and
the frequency-shifting TSK (FS-TSK) modulation. In TA-
TSK, the tag only backscatters signals during the half of the
active time slot. In this sense, there is an energy transition in
a slot. The detection of TA-TSK relies on the relative energy
difference between the first half and the second half in one
time slot so that the detection will not be affected by channel
changes during transmissions. Using FS-TSK, the backscatter
signals are shifted outside the frequency band of the source.
The signals in inactive time slots contain only noise but not
source signals, while signals in active time slots include both
backscattered signals and noise. Thus, the changes of channels
also do not affect the detection of FS-TSK.

The main contributions are summarized as follows.

• We propose the basic TSK modulation for AmBC to im-
plement high order modulation in the time domain. Three
detection approaches are proposed for our proposed basic
TSK techniques, including maximum likelihood detector
with training symbols (ML-TS), energy detector with
training symbols (ED-TS) and energy detector without
training symbols (ED-NoTS). Their closed-form bit-error-
rates (BERs) are derived for both complex Gaussian (CG)
sources and 𝑀-ary phase shift keying (𝑀-PSK) sources.
We find that ML-TS is equivalent to ED-TS under the
CG source.

• We propose TA-TSK and FS-TSK for AmBC to further
handle the unknown channel coherent time for AmBC.
For TA-TSK, we propose a detection method based on
energy detection and the theoretical BER under both CG
sources and 𝑀-PSK sources are obtained. For FS-TSK,
energy detection with the help of one pass-band filter is
proposed and its theoretical BER is obtained.

• Simulation results are provided to verify the performance
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of the proposed three modulation methods and verify our
theoretical analysis. In the same BER level, at least 2 𝑑𝐵

signal-to-noise ratio (SNR) gain is achieved for the the
high order TSK compared to the on-off keying in terms
of the PSK sources.

The remainder of this paper is organized as follows. Section
II describes the TSK model and signal model for AmBC. In
Section III, the detection methods for TSK, TA-TSK and FS-
TSK are developed. Simulation results are provided in Section
IV. Finally, Section V concludes this paper.

Notations: Scalars are denoted by lowercase letters, while
vectors and matrices are represented by bold letters. 0m×n and
1m×n represent 𝑚 × 𝑛 zero and all-ones matrices respectively.
I𝑁 denotes the identity matrix of size 𝑁 . We use |𝑥 | to denote
the absolute value of number 𝑥. We use | |x| | to denote the
Frobenius norm. N(𝜇, 𝜎2) and CN(𝜇, 𝜎2) denote the real
Gaussian and complex Gaussian distribution with mean 𝜇 and
variance 𝜎2, respectively, and 𝜒2

𝑣 denotes the central chi-
squared distribution with 𝑣 degrees-of-freedom (DoF). The
function 𝑒𝑟𝑓𝑐(𝑥) = 2√

𝜋

∫ +∞
𝑥

𝑒−𝑡
2
𝑑𝑡 returns the complementary

error function evaluated at 𝑥. The function Γ(·) denotes the
gamma function.

II. HIGH-ORDER TSK FOR AMBC
A. Model for High-order TSK

Assume that there are 𝐿 time slots for a TSK symbol and
only one time slot is activated to backscatter signals. Thus,
the tag can transmit log2 𝐿 bits during one TSK symbol. The
number 𝐿 usually takes an integer power of 2, so that a one-
to-one mapping between input bits and active time slot indices
can be realized. A case of 𝐿 = 4 is shown in Table II, where
an active slot sets two bits.

TABLE II
MAPPING BETWEEN THE INPUT BITS AND TIME SLOT INDEX

Input bits Active time slot index
{0, 0} 1
{0, 1} 2
{1, 0} 3
{1, 1} 4

B. Signal Model for AmBC

An AmBC system often consists of an ambient source, a tag
and a reader. Each of them is assumed to be equipped with a
single antenna. We denote the channel from the source to the
reader as a direct channel ℎ𝑑 , the channel from the source to
the tag as a forward channel ℎ 𝑓 , and the channel from the tag
to the reader as a backward channel ℎ𝑏, respectively.

The backscattered signals are weak and we prolong the
duration of the TSK symbol to reduce detection errors. We
assume that there are 𝑁 backscattered signals in one time slot.
That is, one TSK symbol includes 𝐿𝑁 signals. Let the 𝑛-th
backscattered symbol in the 𝑙-th time slot as 𝑥𝑙 (𝑛) ∈ {0, 1},
and the source symbol as 𝑠𝑙 (𝑛). Then the 𝑛-th received signal
of the 𝑙-th time slot at the reader is

𝑦𝑙 (𝑛) = ℎ𝑑𝑠𝑙 (𝑛) + ℎ𝑏ℎ 𝑓 𝛼𝑥𝑙 (𝑛)𝑠𝑙 (𝑛) + 𝑤𝑙 (𝑛), (1)

Reader

Tag

hf

hd

Ambient RF

Source

hb

Fig. 1. System model of ambient backscatter communications.

where 𝑛 = 1, 2, · · · 𝑁, 𝑙 = 1, 2, · · · 𝐿, 𝛼 is a coefficient
representing the scattering efficiency and antenna gain, and
𝑤𝑙 (𝑛) is the zero-mean additive white Gaussian noise (AWGN)
with variance 𝜎2

𝑤 . Let ℎ0 = ℎ𝑑 and ℎ1 = ℎ𝑑 + ℎ𝑏ℎ 𝑓 𝛼 for
notation simplicity, and then we get

𝑦𝑙 (𝑛) =
{
ℎ0𝑠𝑙 (𝑛) + 𝑤𝑙 (𝑛), 𝑥𝑙 (𝑛) = 0,
ℎ1𝑠𝑙 (𝑛) + 𝑤𝑙 (𝑛), 𝑥𝑙 (𝑛) = 1. (2)

The tag can adopt one of the basic TSK, TA-TSK and FS-
TSK modulations to convey its information, and only one time
slot is activated by different ways to reflect ambient signal.

1) Basic TSK: In the active time slot, the tag backscatters
ambient signals while absorbing signals in the other time slots.
In 𝐿 time slots, the backscattered symbols vector of the tag
by the basic TSK modulation is

X = [x1, x2, · · · , x𝐿], (3)

where x𝑙 , 𝑙 = 1, 2, · · · , 𝐿, is the backscattered symbols vector
in one time slot, and x𝑙 ∈ {01×N, 11×N}.

2) TA-TSK: TA-TSK tries to construct Manchester-like
coding in an active slot. Then TA-TSK only backscatters
signals in first half or second half time slot in the active time
slot. Without loss of generality, we adopt the first half in this
paper. Thus, the backscattered symbols vector for TA-TSK is
x𝑙 ∈ {11×N/201×N/2, 01×N}.

3) FS-TSK: FS-TSK backscatters the ambient signals in
another frequency that is different from the ambient signal
frequency. Specifically, in the active time slot, the tag shifts
the ambient signals by toggling its switch in another fixed
frequency 𝑓𝑠 . The details of the mathematical principle and
hardware implementation for frequency shifting can be re-
ferred to [40]–[43]. Thus, the strong interference from ambient
signals is avoided. The backscattered symbols vector for FS-
TSK is x𝑙 ∈ {𝑒 𝑗2𝜋 𝑓𝑠 𝑡11×N, 01×N}.

A simple illustration of the three TSK schemes is shown in
Fig. 2. They all chooses the active slot by the transmission bits
based on Tab. II, where 𝐿 = 4. They differ in the backscattered
signals in the active slot.

Using the backscattered signal vectors of the three TSK
schemes, the received signal vector can be expressed as

Y = [y1, y2, · · · y𝐿], (4)
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Fig. 2. Examples for the basic TSK, FS-TSK and TA-TSK.

where y𝑙 = [𝑦𝑙 (1), 𝑦𝑙 (2), · · · 𝑦𝑙 (𝑁)], 𝑙 = 1, 2, · · · 𝐿.

III. DETECTIONS FOR BASIC TSK, TA-TSK AND FS-TSK
We propose the detection algorithms for the three TSK

schemes and analyse their performance for complex Gaussian
sources and PSK sources in this section.

A. Detections for basic TSK

This subsection discuss the detection for basic TSK and its
detection performance.

1) Maximum likelihood detector with training symbols (ML-
TS): To use the maximum likelihood (ML) principle, we need
to obtain the joint probability density functions (PDFs) of the
received signal conditioned on the different active time slot
indices and then choose the maximum.

a) CG Source: First, we consider the CG source, and
assume 𝑠𝑙 (𝑛) ∼ CN(0, 𝜎2

𝑠 ). Then the received signal vector y
in one time slot is also a complex Gaussian vector. Let H̄0 and
H̄1 be the hypotheses of x𝑙 = 01×N and x𝑙 = 11×N. Assuming
the channel state information is known, the PDF of y𝑙 is given
by

y𝑙 ∼
{
CN(0, 𝜎2

0 I𝑁 ), H̄0,

CN(0, 𝜎2
1 I𝑁 ), H̄1,

(5)

where 𝜎2
0 = |ℎ0 |2𝜎2

𝑠 +𝜎2
𝑤 and 𝜎2

1 = |ℎ1 |2𝜎2
𝑠 +𝜎2

𝑤 represent the
average powers of the received signals in the two hypotheses.
Observing from (5), we know it is unnecessary to obtain the
exact channels only 𝜎2

0 and 𝜎2
1 are required.

Let H𝑙 , 𝑙 = 1, 2, · · · , 𝐿 be the hypothesis of the active time
slot index. The PDF of Y under hypothesis H𝑙 is given by

Pr(Y|H𝑙) = Pr(y𝑙 |H̄1) ·
𝐿∏

𝑙′=1,𝑙′≠𝑙
Pr(y𝑙′ |H̄0)

=

exp
(
−y𝑙𝐻 (𝜎2

1 I𝑁 )
−1y𝑙

)
𝜋𝑁 det(𝜎2

1 I𝑁 )

·
𝐿∏

𝑙′=1,𝑙′≠𝑙


exp

(
−y𝑙′𝐻 (𝜎2

0 I𝑁 )
−1y𝑙′

)
𝜋𝑁 det(𝜎2

0 I𝑁 )

 .
(6)

Using the ML principle, the detection rule is given by

𝑙 = arg max
𝑙

Pr(Y|H𝑙). (7)

Assuming that the reader does not have exact information
about ℎ𝑑 , ℎ𝑏 and ℎ 𝑓 , the parameters 𝜎2

1 and 𝜎2
0 required in

(6) need to be calculated using training sequences [1], [23],
[24]. At the beginning of transmitting information bits, 𝑁𝑡

training symbols have to be sent by the tag. The training sym-
bols vector is X𝑡 = [11×N, · · · , 11×N, 01×N, · · · , 01×N]1×𝑁𝑡𝑁 ,
containing 𝑁𝑡

2 vectors 1 and 𝑁𝑡

2 vectors 0. The received signal
of training symbols is

Y𝑡 = [y𝑡 ,1, y𝑡 ,2, · · · y𝑡 ,𝑁𝑡
] . (8)

Defining the average powers 𝑍1 and 𝑍0 as{
𝑍1 =

2Σ | |y𝑡,𝑛𝑡 | |2
𝑁𝑡

, 𝑛𝑡 = 1, 2, · · · , 𝑁𝑡/2,
𝑍0 =

2Σ | |y𝑡,𝑛𝑡 | |2
𝑁𝑡

, 𝑛𝑡 = 𝑁𝑡/2 + 1, · · · , 𝑁𝑡 ,
(9)

we have 𝜎̂2
1 = 𝑍1 and 𝜎̂2

0 = 𝑍0.

b) 𝑀-PSK Source: We next consider the 𝑀-PSK source
𝑠𝑚 (𝑛) =

√
𝑃𝑠 exp

(
2𝜋 𝑗 (𝑚−1)

𝑀

)
, 𝑚 = 1, · · · , 𝑀 , where 𝑃𝑠 is the

average power of the PSK source. Then the PDF of y𝑙 can be
expressed as

𝑝(y𝑙 |H̄𝑖)=
𝑁∏
𝑛=1

©­­«
𝑀∑︁
𝑚=1

1
𝑀

1
𝜋𝜎2

𝑤

𝑒
−

��
𝑦 (𝑛)−ℎ𝑖

√
𝑃𝑠𝑒

2𝜋 𝑗 (𝑚−1)
𝑀

��2
𝜎2
𝑤

ª®®¬ . (10)

From the PDF of y𝑙 in (10), we can see that the ML detection
cannot be used for the 𝑀-PSK source since the exact channel
state information ℎ0 and ℎ1 are needed but unknown at the
reader. We will turn to the energy detection to address this
issue.

2) Energy detector with training symbols (ED-TS): The
superposition power of the source and the backscatter signals
at the active slot is not guaranteed larger than that of the
signals at the inactive slots, because the channel coefficients
and signals are complex. However, the energy of the active
time slot can be either maximum or minimum. If 𝑍1 > 𝑍0,
which means the received signal energy of the active time slot
is greater than that of the inactive time slot, the energy of
the active time slot is maximum. Otherwise, the energy of the
active time slot is minimum. Then the detection rule can be
expressed as{

𝐼 = arg max
𝑙

{| |y1 | |2, | |y2 | |2, · · · | |y𝐿 | |2}, 𝜎2
1 > 𝜎2

0 ,

𝐼 = arg min
𝑙

{| |y1 | |2, | |y2 | |2, · · · | |y𝐿 | |2}, 𝜎2
1 < 𝜎2

0 .
(11)

Theorem 1: For basic TSK with a CG source, the ML
detection is equivalent to the ED detection for AmBC.

Proof : See Appendix A.

3) BER analysis for ED-TS: There are three detection cases
in (11) for the two sources and the performance analysis will
be elaborated respectively. The analysis in Case 1 and Case
2 is conducted for the CG source while the analysis for PSK
sources is presented in Case 3.

Case 1 (𝜎2
1 > 𝜎2

0 under CG sources):
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Theorem 2: The BER in this case is given by

𝑃𝑆𝐸𝑅 =
2log2 (𝐿)−1

𝐿 − 1
1

𝜎2𝑁
1 Γ(𝑁)

𝐿−1∑︁
𝑙=1

(−1)𝑙−1
(
𝐿 − 1
𝑙

)
×

∑︁
𝑁−1∑
𝑛=0

𝑘𝑛=𝑙

𝑙!
𝑁−1∏
𝑛=0

𝑘𝑛!(𝜎2𝑛
0 𝑛!)𝑘𝑛

Γ(1 + 𝑎)
𝑏1+𝑎 .

(12)

Proof : See Appendix B.

Case 2 (𝜎2
1 < 𝜎2

0 under CG sources):

Theorem 3: The BER of this case is given by

𝑃𝐵𝐸𝑅 =
2log2 (𝐿)−1

𝐿 − 1
1

𝜎2𝑁
0 Γ(𝑁)

𝐿−1∑︁
𝑙=1

(−1)𝑙−1
(
𝐿 − 1
𝑙

)
×

∑︁
𝑁−1∑
𝑛=0

𝑘𝑛=𝑙

𝑙!
𝑁−1∏
𝑛=0

𝑘𝑛!(𝜎2𝑛
1 𝑛!)𝑘𝑛

Γ(1 + 𝑎)
𝑏1+𝑎 .

(13)

Proof: See Appendix C.

With the analysis in Case 1 and Case 2, the final 𝑃𝐵𝐸𝑅

expression can be obtained by integrating (12) and (13) into
one

𝑃𝐵𝐸𝑅 =
2log2 (𝐿)−1

𝐿 − 1
1

𝜎2𝑁
𝑚𝑎𝑥Γ(𝑁)

𝐿−1∑︁
𝑙=1

(−1)𝑙−1
(
𝐿 − 1
𝑙

)
×

∑︁
𝑁−1∑
𝑛=0

𝑘𝑛=𝑙

𝑙!
𝑁−1∏
𝑛=0

𝑘𝑛!(𝜎2𝑛
𝑚𝑖𝑛

𝑛!)𝑘𝑛
Γ(1 + 𝑎)
𝑏1+𝑎 ,

(14)

where 𝜎2
𝑚𝑎𝑥 = max{𝜎2

1 , 𝜎
2
0 }, and 𝜎2

𝑚𝑖𝑛
= min{𝜎2

1 , 𝜎
2
0 }.

Case 3 (under PSK sources): In Case 3, both cases of 𝜎2
1 >

𝜎2
0 and 𝜎2

1 < 𝜎2
0 are included. Considering PSK source, 𝑍𝑙

and 𝑍𝑙𝑎 are the non-central chi-squared distribution with 2𝑁
DoF. Their non-central parameters are 𝑁 |ℎ0 |2𝑃𝑠 and 𝑁 |ℎ1 |2𝑃𝑠

respectively. However, the PDF expression of non-central chi-
squared distribution is too complicated to acquire a closed-
form result. To obtain a tractable result, we investigate the
BER of PSK sources with a large 𝑁 and 𝐿 = 2. When 𝐿 = 2,
TSK equals Manchester code. In this situation, 𝑍𝑙 and 𝑍𝑙𝑎 can
be appropriated as the normal distribution. The PDFs are listed
as follows{

𝑓𝑍𝑙𝑎
(𝑧) = N(𝑁𝜎2

1 , 2𝑁 |ℎ1 |2𝑃𝑠𝜎
2
𝑤 + 𝑁𝜎4

𝑤),
𝑓𝑍𝑙

(𝑧) = N(𝑁𝜎2
0 , 2𝑁 |ℎ0 |2𝑃𝑠𝜎

2
𝑤 + 𝑁𝜎4

𝑤), 𝑙 ≠ 𝑙𝑎 .
(15)

Then, the BER can be obtained by [24]

𝑃𝐵𝐸𝑅 =
1
2
𝑒𝑟𝑓𝑐

©­­«
√
𝑁

��|ℎ1 |2 − |ℎ0 |2
��

2
√︃

|ℎ1 |2+|ℎ0 |2
𝛾

+ 1
𝛾2

ª®®¬ , (16)

where 𝛾 = 𝑃𝑠/𝜎2
𝑤 .

4) Energy detector without training symbols (ED-NoTS):
We notice that the inactive slot often has an energy neither the
maximum nor the minimum among all the slots. In this sense,
the inactive signals can be considered as the training symbols,
removing the necessity of dedicated training symbols. In this
case, the maximum/minimum signal energy can be obtained

by {
𝑍𝑚𝑎𝑥 = max{| |y1 | |2, | |y2 | |2, · · · | |y𝐿 | |2},
𝑍𝑚𝑖𝑛 = min{| |y1 | |2, | |y2 | |2, · · · | |y𝐿 | |2},

(17)

and 𝑙𝑚𝑎𝑥 and 𝑙𝑚𝑖𝑛 are the corresponding indices to the 𝑍𝑚𝑎𝑥

and 𝑍𝑚𝑖𝑛. Then, the active time slot is detected by
𝐿∑︁

𝑙=1,𝑙≠𝑙𝑚𝑖𝑛 ,𝑙≠𝑙max

��𝑍𝑚𝑎𝑥 − ||y𝑙 | |2
�� 𝑙max
≷
𝑙min

𝐿∑︁
𝑙=1,𝑙≠𝑙𝑚𝑖𝑛 ,𝑙≠𝑙max

��𝑍min − ||y𝑙 | |2
��. (18)

As shown in (18), we can conclude that this detector needs
at least 4 time slots. Actually, the detection in (18) is a
distance based detector and we choose the time slot which
has maximum distance to other time slots as the active time
slot.

B. Detection for TA-TSK
1) Energy detection for TA-TSK: Different from the basic

TSK, TA-TSK only activates half of a time slot. To determine
the index of the active time slot, the straightforward method
is to calculate the energy difference within one time slot and
choose the maximum one among all time slots as the active
time slot. However, the channel coherent time is unknown and
channel gains in different time slots may not be the same.
Thus, the maximum of the energy differences cannot reflect
the true active time slot. To address this issue, the maximum
of the relative energy difference is used to determine the active
time slot index.

We define the relative energy difference as the ratio of
the energy difference in a slot to a reference energy, which
is assumed to be the minimum energy in a slot. Thus, the
detection rule can be expressed as

𝑙 = arg max
𝑙

�����𝑁/2∑
𝑛=1

|𝑦𝑙 (𝑛) |2 −
𝑁∑

𝑛=𝑁/2+1
|𝑦𝑙 (𝑛) |2

�����
min

{
𝑁/2∑
𝑛=1

|𝑦𝑙 (𝑛) |2,
𝑁∑

𝑛=𝑁/2+1
|𝑦𝑙 (𝑛) |2

} . (19)

When the channel is static, the active time slot can be
identified by the following simplified equation

𝑙 = arg max
𝑙

������
𝑁/2∑︁
𝑛=1

|𝑦𝑙 (𝑛) |2 −
𝑁∑︁

𝑛=𝑁/2+1
|𝑦𝑙 (𝑛) |2

������ . (20)

This is because the denominator in (19) is the same in the
static channel scenario.

2) BER analysis for TA-TSK: The BER analysis of TA-
TSK under the detection by (19) is intractable. We turn to
obtain the BER under the detection by (20). We also discuss
two sources for TA-TSK.

a) CG sources: A detection error occurs when the
energy difference of at least one non-active time slot is greater
than that of the active time slot. Mathematically, the SER can
be expressed as

𝑃𝑆𝐸𝑅 = 1 − Pr{Δ𝑍 ′
𝑙𝑎

≥ Δ𝑍 ′
max}, (21)
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where Δ𝑍 ′
max = max{Δ𝑍 ′

𝑙
}, 𝑙 = 1, 2, · · · 𝐿, 𝑙 ≠ 𝑙𝑎, Δ𝑍 ′

𝑙
=���∑𝑁/2

𝑛=1 |𝑦𝑙 (𝑛) |2 −
∑𝑁

𝑛=𝑁/2+1 |𝑦𝑙 (𝑛) |2
��� , 𝑙 = 1, 2, · · · , 𝐿.

The sum of the received signals follows the chi-square
distribution. However, this distribution is complicated. To
obtained a tractable solution, we approximate it by Gaussian
distribution when 𝑁 is large. Thus, the approximated PDFs of
the received signal energy under the CG source are given as
follows

𝑁/2∑
𝑛=1

|𝑦𝑙𝑎 (𝑛) |2 ∼ N
(
𝑁𝜎2

1
2 ,

𝑁𝜎4
1

2

)
, 𝑙 = 𝑙𝑎,

𝑁/2∑
𝑛=1

|𝑦𝑙 (𝑛) |2 ∼N
(
𝑁𝜎2

0
2 ,

𝑁𝜎4
0

2

)
, 𝑙 =1,2, · · · 𝐿, 𝑙 ≠ 𝑙𝑎,

𝑁∑
𝑛=𝑁/2+1

|𝑦𝑙 (𝑛) |2∼N
(
𝑁𝜎2

0
2 ,

𝑁𝜎4
0

2

)
, 𝑙 = 1, 2, · · · 𝐿.

(22)

Thus, the PDF of the energy difference in the active time slot
is derived as

𝑁/2∑︁
𝑛=1

|𝑦𝑙𝑎 (𝑛) |2 −
𝑁∑︁

𝑛=𝑁/2+1
|𝑦𝑙𝑎 (𝑛) |2

∼N
(
𝑁𝜎2

1 − 𝑁𝜎2
0

2
,
𝑁𝜎4

1 + 𝑁𝜎4
0

2

)
= N

(
𝜇Δ𝑍 ′

𝑙𝑎
, 𝜎2

Δ𝑍 ′
𝑙𝑎

)
.

(23)

Similarly, the PDF of energy difference in the inactive time
slot is

𝑁/2∑︁
𝑛=1

|𝑦𝑙 (𝑛) |2 −
𝑁∑︁

𝑛=𝑁/2+1
|𝑦𝑙 (𝑛) |2 ∼ N

(
0, 𝑁𝜎4

0

)
= N

(
𝜇Δ𝑍 ′

𝑙
, 𝜎2

Δ𝑍 ′
𝑙

)
, 𝑙 = 1, 2, · · · 𝐿, 𝑙 ≠ 𝑙𝑎 .

(24)

The PDF of Δ𝑍 ′
𝑙𝑎

is derived as

Δ𝑍 ′
𝑙𝑎
∼ 1√︃

2𝜋𝜎2
Δ𝑍 ′

𝑙𝑎

exp ©­«−
(Δ𝑍 ′

𝑙𝑎
+ 𝜇Δ𝑍 ′

𝑙𝑎
)2

2𝜎2
Δ𝑍 ′

𝑙𝑎

ª®¬
+ 1√︃

2𝜋𝜎2
Δ𝑍 ′

𝑙𝑎

exp ©­«−
(Δ𝑍 ′

𝑙𝑎
− 𝜇Δ𝑍 ′

𝑙𝑎
)2

2𝜎2
Δ𝑍 ′

𝑙𝑎

ª®¬ ,Δ𝑍 ′
𝑙𝑎

≥ 0,

(25)

and the PDF of Δ𝑍 ′
𝑙
, 𝑙 = 1, 2, · · · 𝐿, 𝑙 ≠ 𝑙𝑎 is

Δ𝑍 ′
𝑙 ∼

2√︃
2𝜋𝜎2

Δ𝑍 ′
𝑙

exp ©­«−
(Δ𝑍 ′

𝑙
)2

2𝜎2
Δ𝑍 ′

𝑙

ª®¬ ,Δ𝑍 ′
𝑙 ≥ 0, (26)

The CDF of Δ𝑍 ′
𝑙

is

𝐹Δ𝑍 ′
𝑙
(𝑧) = 1 − 2Q

(
Δ𝑍 ′

𝑙

𝜎Δ𝑍 ′
𝑙

)
, (27)

where Q(𝑥) =
∫ +∞
𝑥

1√
2𝜋

exp(−𝑡2/2)𝑑𝑡. The SER can be
obtained by

𝑃𝑆𝐸𝑅 = 1 −
∫ +∞

0
𝑓Δ𝑍 ′

𝑙𝑎
(𝑧)𝐹𝐿−1

Δ𝑍 ′
𝑙
(𝑧)𝑑𝑧. (28)

Substituting (25) and (26) into (28), the 𝑃𝑆𝐸𝑅 becomes (29)

as shown at the top of next page. The integral in (29) is hard
to obtain its closed-form result due to its complexity. We will
analyse its numerical results in Sec. IV.

TA-TSK signals are uniformly distributed in the possible
time slots. Then the corresponding BER can be obtained as
[46]

𝑃𝐵𝐸𝑅 =
2log2 (𝐿)−1

𝐿 − 1
𝑃𝑆𝐸𝑅 . (30)

b) PSK sources: We investigate the BER of TA-TSK
with PSK sources. The PDFs of the received signal energy
under the PSK sources similar to (15) are listed as follows

𝑁/2∑
𝑛=1

|𝑦𝑙𝑎 (𝑛) |2 ∼ N
(
𝑁𝜎2

1
2 , 𝑁 |ℎ1 |2𝑃𝑠𝜎

2
𝑤+

𝑁𝜎4
𝑤

2

)
,

𝑁/2∑
𝑛=1

|𝑦𝑙 (𝑛) |2 ∼N
(
𝑁𝜎2

0
2 , 𝑁 |ℎ0 |2𝑃𝑠𝜎

2
𝑤+

𝑁𝜎4
𝑤

2

)
, 𝑙 ≠ 𝑙𝑎,

𝑁∑
𝑛=𝑁/2+1

|𝑦𝑙 (𝑛) |2∼N
(
𝑁𝜎2

0
2 , 𝑁 |ℎ0 |2𝑃𝑠𝜎

2
𝑤+

𝑁𝜎4
𝑤

2

)
.

(31)

Substituting (31) into (23)-(30), we can readily get the BER
for TA-TSK under PSK sources.

C. Detection for FS-TSK

1) Energy detection for FS-TSK: Assume that the reader is
capable of removing the direct interference, i.e., the reader is
equipped with a band-pass filter, and the ambient signal can be
filtered out. In multiple frequency shift keying (MFSK) [35],
the tag conveys its information by shifting the backscattered
signals to multiple frequency bands. Then the receiver needs
to monitor all the shifted frequency bands using multiple
band-pass filters to detect the backscattered signals. Our FS-
TSK method shifts the backscattered signals to only one fixed
frequency band. Thus it requires only one frequency band and
one band-pass filter at the receiver as shown in Fig. 3. As the
the direct link signals are filtered out, the baseband received
signal can be expressed by{

𝑦𝑙 (𝑛) = ℎ𝑏ℎ 𝑓 𝛼𝑥𝑙 (𝑛)𝑠𝑙 (𝑛) + 𝑤𝑙 (𝑛), 𝑙 = 𝑙𝑎,

𝑦𝑙 (𝑛) = 𝑤𝑙 (𝑛), 𝑙 ≠ 𝑙𝑎 .
(32)

The energy detection rule can be derived as

𝑙 = arg max
𝑙

| |y𝑙 | |2. (33)

2) BER analysis: Since the direct interference has been
removed in FS-TSK, the corresponding parameters of 𝜎2

1
and 𝜎2

0 have been changed to 𝜎2
𝑓 𝑠,0 = 𝜎2

𝑤 and 𝜎2
𝑓 𝑠,1 =

|𝛼ℎ𝑏ℎ 𝑓 |2𝜎2
𝑠 + 𝜎2

𝑤 . We only need to consider the case of
𝜎2

𝑓 𝑠,1 > 𝜎2
𝑓 𝑠,0 when calculating the BER of FS-TSK. The BER

calculation process of FS-TSK follows similar steps in Sec.
III-A3. We omit specific derivation process here for brevity
and show the final result in the following

𝑃𝑆𝐸𝑅 =
2log2 (𝐿)−1

𝐿 − 1
1

𝜎2𝑁
𝑓 𝑠,1Γ(𝑁)

𝐿−1∑︁
𝑙=1

(−1)𝑙−1
(
𝐿 − 1
𝑙

)
×

∑︁
𝑁−1∑
𝑛=0

𝑘𝑛=𝑙

𝑙!
𝑁−1∏
𝑛=0

𝑘𝑛!(𝜎2𝑛
𝑓 𝑠,0𝑛!)𝑘𝑛

Γ(1 + 𝑎)
𝑏′1+𝑎

,
(34)
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𝑃𝑆𝐸𝑅 = 1−
∫ +∞

0


1√︃

2𝜋𝜎2
Δ𝑍 ′

𝑙𝑎

exp ©­«−
(𝑧 + 𝜇Δ𝑍 ′

𝑙𝑎
)2

2𝜎2
Δ𝑍 ′

𝑙𝑎

ª®¬+ 1√︃
2𝜋𝜎2

Δ𝑍 ′
𝑙𝑎

exp ©­«−
(𝑧 − 𝜇Δ𝑍 ′

𝑙𝑎
)2

2𝜎2
Δ𝑍 ′

𝑙𝑎

ª®¬

[
1−2Q

(
𝑧

𝜎Δ𝑍 ′
𝑙

)]𝐿−1

𝑑𝑧. (29)

cf c sf f+ f

Band-pass filter

Fig. 3. Illustration of shifted frequency spectrum. The value 𝑓𝑐 is the center
frequency of the source signal, 𝑓𝑠 is the switching frequency and 𝑓𝑐 + 𝑓𝑠 is
the frequency of the backscattered signal in the active time slot.

where 𝑏′ = 1
𝜎2

𝑓 𝑠,1
+ 𝑙

𝜎2
𝑓 𝑠,0

. Note that based on (34), our proposed

FS-TSK has the same detection performance compared with
the proposed MFSK in [35].

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, simulation results are presented to evaluate
the performance of the proposed schemes.

A. Parameter Settings

We set ℎ𝑑 ∼ CN(0, 2), ℎ𝑏, ℎ 𝑓 ∼ CN(0, 1). The coefficient
𝛼 representing the scattering efficiency and antenna gain is
0.5. The source power 𝜎2

𝑠 and 𝑃𝑠 are assumed equal and are
set to 1. The number of training symbols is set as 𝑁𝑡 = 14.
Without loss of generality, the type of the 𝑀-PSK source is the
8PSK source. The bit signal-to-noise ratio (b-SNR) is defined
as 𝜎2

𝑠

𝜎2
𝑤 𝑙𝑜𝑔2𝐿

.

B. Performance Discussions

1) Impact of b-SNR on BER: We first study the BER of
different detectors under different b-SNR. The parameter 𝑁

is set to 80 for both the CG source and the PSK source.
To provide a BER benchmark performance, we compare
TSK with OOK proposed in [23]. The length of the training
sequence used in [23] is set as 14 and is the same as TSK.

From Fig. 4, the BER decreases with the increase of b-
SNR. But the BER has an error floor because the interference
from the direct link also increases in the high b-SNR regime.
The proposed TSK with 𝐿 = 2 has almost the same BER
performance as OOK for CG sources. Our TSK with 𝐿 = 2 can
be considered as Manchester code and the similar performance
has been observed in [24]. According to the analysis in
Sec. III-A2, the BERs of ML-TS and ED-TS are the same
with perfect channel state information. However, due to the

0 2 4 6 8 10 12 14 16 18 20

b-SNR/dB

0.14

0.16

0.18

0.2

0.22

0.24

0.26

B
E

R

OOKTSK ML-TS CG L=2

TSK ML-TS CG L=4

TSK ML-TS CG L=8

TSK ED-TS CG L=2

TSK ED-TS CG L=4

TSK ED-TS CG L=8

TSK ED-NoTS CG L=4

TSK ED-NoTS CG L=8

Fig. 4. BER versus b-SNR for the CG source

0 2 4 6 8 10 12 14 16 18 20

b-SNR/dB

10
-2

10
-1

B
E

R

OOK

TSK ED-TS 8PSK L=2

TSK ED-TS 8PSK L=4

TSK ED-TS 8PSK L=8

TSK ED-NoTS 8PSK L=4

TSK ED-NoTS 8PSK L=8

Fig. 5. BER versus b-SNR for the 8PSK source

estimated parameters 𝜎̂2
1 and 𝜎̂2

0 used at both ML-TS and ED-
TS, the BER of the ML-TS detection is close to the BER of
ED-TS but not the same as shown in Fig. 4. ED-TS has a lower
BER than ED-NoTS at the cost of sending training sequence.
Increasing the modulation order of TSK cannot bring benefits
to CG sources in the high b-SNR regime under the ED-TS
detection, while the high-order TSK decreases the BER across
all b-SNR regime under the NoTS-ED detection.

Similarly, the proposed TSK with 𝐿 = 2 has almost the
same BER performance as OOK for PSK sources. As shown
in Fig. 5, we can see that the larger 𝐿 leads to the better
BER performance under the 8-PSK source. This indicates that
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the high-order TSK is suitable for PSK sources. Due to the
constant envelope of PSK sources, BER with PSK sources is
lower than that with CG sources and there is no error floor with
PSK sources. With the increase of modulation order 𝐿, the gap
between the BER curves narrows under the ED-TS detection.
Therefore, the BER gain by increasing the modulation order
𝐿 becomes smaller.

0 2 4 6 8 10 12 14 16 18 20

b-SNR/dB

10
-3

10
-2

10
-1

10
0

B
E

R

TA-TSK CG L=2

TA-TSK CG L=4

TA-TSK CG L=8

TA-TSK 8PSK L=2

TA-TSK 8PSK L=4

TA-TSK 8PSK L=8

FS-TSK CG L=2

FS-TSK CG L=4

FS-TSK CG L=8

FS-TSK 8PSK L=2

FS-TSK 8PSK L=4

FS-TSK 8PSK L=8

Fig. 6. BER versus b-SNR for TA-TSK and FS-TSK under fast fading
channels

We subsequently study the b-SNR versus the BER of TA-
TSK and FS-TSK in the fast fading channels. We set the
channel coherent time to one time slot. From Fig. 6, we
can see the BER of TA-TSK is lager than FS-TSK. This is
because FS-TSK eliminates the direct link interference (DLI).
Also, without DLI, FS-TSK with CG sources and PSK sources
achieves almost the same BER. But for TA-TSK, there is a
huge BER gap between CG sources and PSK sources. It is
noted that the 4-order TA-TSK has a better BER performance
than other modulation orders. As for FS-TSK, the higher order
leads to the lower BER because of no DLI at the receiver.

2 4 6 8 10 12 14 16 18 20

N
t

0.05

0.1

0.15

0.2

B
E

R

TSK ML-TS CG L=2

TSK ML-TS CG L=4

TSK ML-TS CG L=8

TSK ED-TS CG L=2

TSK ED-TS CG L=4

TSK ED-TS CG L=8

TSK ED-TS 8PSK L=2

TSK ED-TS 8PSK L=4

TSK ED-TS 8PSK L=8

Fig. 7. BER versus 𝑁𝑡 .

2) Impact of 𝑁𝑡 and 𝑁 on BER: The impact of the length of
the training sequence on BER is illustrated in Fig. 7. The SNR
is set as 10 𝑑𝐵. We can see that the increase of the training
sequence length leads to the decrease of the BER from Fig. 7,
but the BER will be saturated in high SNR. We cannot keep
increasing the length of the training sequence to reduce the
BER. For both CG and PSK sources, 12 training symbols are
sufficient to achieve almost the lowest BER.

30 40 50 60 70 80 90 100 110 120

N

10
-2

10
-1

10
0

B
E

R

TSK ML-TS CG L=4

TSK ED-TS CG L=4

TSK ED-TS 8PSK L=4

TSK ED-NoTS CG L=4

TSK ED-NoTS 8PSK L=4

Fig. 8. BER versus 𝑁

We next study the impact of the length of the received signal
vector 𝑁 in one time slot on BER. It is obvious that a larger 𝑁
results in a smaller BER for all detectors, and there is no error
floor in the large 𝑁 region as shown in Fig. 8. To decrease
the BER continuously, the tag can extend the duration of the
backscattered symbol.
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TSK ED-TS CG L=4 N=40

TSK ED-TS CG L=2 N=20

TSK ED-TS CG L=4 N=20

TSK ED-TS 8PSK L=2 N=40

TSK ED-TS 8PSK L=2 N=20

theo

Fig. 9. BER versus b-SNR for TSK

3) Verification of the theoretical analysis: The b-SNR ver-
sus the BER of TSK is illustrated in Fig. 9. We can see the
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theoretical BER agrees with the BER of simulations, validating
the correctness of the theoretical analysis.
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TA-TSK ED CG L=2 N=80
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TA-TSK ED 8PSK L=2 N=8

TA-TSK ED 8PSK L=4 N=8

TA-TSK ED 8PSK L=8 N=8

theo

Fig. 10. BER versus b-SNR for TA-TSK

The detection BER of TA-TSK under the static channel sce-
nario in different b-SNR is studied in Fig. 10. The theoretical
BERs are consistent with the BERs of simulations, verifying
that the theoretical analysis is correct.

V. CONCLUSION

This paper has proposed three TSK modulation schemes,
i.e., basis TSK, TA-TSK, and FS-TSK, to achieve high order
modulation in the time domain for AmBC. Detection meth-
ods with and without training symbols are studied for the
three TSK schemes. Simulation results show that the high-
order TSK with training symbols is beneficial to the 𝑀-PSK
modulated source signal while is not for the CG source. For
TA-TSK, a high modulation order can decrease the BER under
𝑀-PSK sources. FS-TSK removes the direct link interference
and the BERs under 𝑀-PSK and CG sources are almost the
same. Moreover, a high modulation order can decrease the
BER for both sources with FS-TSK.
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From the ML detection in (6), we have

max
𝑙

exp
(
−y𝑙𝐻 (𝜎2

1 I𝑁 )−1y𝑙
)

𝜋𝑁 det(𝜎2
1 I𝑁 ) ·

𝐿∏
𝑙′=1,𝑙′≠𝑙

[
exp

(
−y𝑙′𝐻 (𝜎2

0 I𝑁 )−1y𝑙′
)

𝜋𝑁 det(𝜎2
0 I𝑁 )

]
⇒ max

𝑙
exp

(
−y𝑙𝐻 (𝜎2

1 I𝑁 )
−1y𝑙−

𝐿∑
𝑙′=1,𝑙′≠𝑙

y𝑙′𝐻 (𝜎2
0 I𝑁 )

−1y𝑙′
)

⇒ max
𝑙

exp
(
− | |y𝑙 | |2

𝜎2
1

−
𝐿∑

𝑙′=1,𝑙′≠𝑙

| |y𝑙′ | |2
𝜎2

0

)
⇒ max

𝑙
exp

©­­«−
𝜎2

0 | |y𝑙 | |
2+

𝐿∑
𝑙′=1,𝑙′≠𝑙

𝜎2
1 | |y𝑙′ | |

2

𝜎2
0 𝜎

2
1

ª®®¬
⇒ min

𝑙
𝜎2

0 | |y𝑙 | |
2 +

𝐿∑
𝑙′=1,𝑙′≠𝑙

𝜎2
1 | |y𝑙′ | |

2.

(35)

We can detect 𝑙 by

𝜎2
0 | |y𝑙 | |

2+
𝐿∑︁

𝑙=1,𝑙≠𝑙

𝜎2
1 | |y𝑙 | |

2 𝑙′

≷
𝑙
𝜎2

0 | |y𝑙′ | |
2+

𝐿∑︁
𝑙=1,𝑙≠𝑙′

𝜎2
1 | |y𝑙 | |

2. (36)

Removing the same terms on both sides, we get

𝜎2
0

(
| |y𝑙 | |2 − ||y𝑙′ | |2

) 𝑙′

≷
𝑙
𝜎2

1

(
| |y𝑙 | |2 − ||y𝑙′ | |2

)
. (37)

As both 𝜎2
1 > 0 and 𝜎2

0 > 0, we discuss (37) in two cases.

• 𝜎2
1 > 𝜎2

0 : In this case, to make the right decision 𝑙 in (37),
| |y𝑙 | |2 − ||y𝑙′ | |2 > 0 should be satisfied, which means the
signal energy in the inactive time slot is smaller than that
in the active time slot.

• 𝜎2
1 < 𝜎2

0 : If 𝜎2
1 < 𝜎2

0 , to make the correct detection 𝑙

in (37), | |y𝑙 | |2 − ||y𝑙′ | |2 < 0 is needed, which means the
signal energy in the active time slot is smaller than that
in the inactive time slot.

Since 𝑙′ represents any inactive time slot index, this decision
rule in (37) can be rewritten as (11). The activated time
slot index is determined by choosing the maximum energy
value or the minimum energy value according to the channel
conditions. Thus, the ML detection is the same as the energy
detection.

APPENDIX B
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In this case, the energy of the active time slot is maximum
and a judgment error occurs when the energy of at least one
non-active time slot is greater than the energy of the active
time slot. Mathematically, the symbol error rate (SER) can be
obtained by

𝑃𝑆𝐸𝑅 = 1 − Pr{𝑍𝑙𝑎 ≥ 𝑍 ′
𝑚𝑎𝑥}, (38)

where 𝑍 ′
𝑚𝑎𝑥 = max{𝑍𝑙}, 𝑙 = 1, 2, · · · 𝐿, 𝑙 ≠ 𝑙𝑎, 𝑙𝑎 is the active

time slot index, 𝑍𝑙 =
∑𝑁

𝑛=1 |𝑦𝑙 (𝑛) |2.
With CG sources, 𝑍𝑙 and 𝑍𝑙𝑎 are the sum of 2𝑁 𝑖.𝑖.𝑑.

Gaussian variables, so 𝑍𝑙 and 𝑍𝑙𝑎 follow the 𝜒2
2𝑁 distribution

with PDF as follows
𝑓𝑍𝑙

(𝑧)= 𝑧𝑁−1𝑒
− 𝑧

𝜎2
0

𝜎2𝑁
0 Γ (𝑁) ,𝑧 > 0, 𝑙=1, 2,· · ·𝐿, 𝑙 ≠ 𝑙𝑎,

𝑓𝑍𝑙𝑎
(𝑧) = 𝑧𝑁−1𝑒

− 𝑧

𝜎2
1

𝜎2𝑁
1 Γ (𝑁 ) , 𝑧 > 0.

(39)

Since 𝑍𝑙 is an 𝑖.𝑖.𝑑. random variable, the cumulative distri-
bution function (CDF) of 𝑍 ′

𝑚𝑎𝑥 can be expressed as

𝐹𝑍 ′
𝑚𝑎𝑥

(𝑧) = Pr{𝑍 ′
𝑚𝑎𝑥 < 𝑧} = 𝑃𝐿−1 (𝑧), (40)

where

𝑃(𝑧) = Pr{𝑍𝑙 ≤ 𝑧} = 1 −
Γ

(
𝑁, 𝑧

𝜎2
0

)
Γ(𝑁) . (41)

Using the binomial expansion theorem, we obtain

𝐹𝑍 ′
𝑚𝑎𝑥

(𝑧) = 1−
𝐿−1∑︁
𝑙=1

(−1)𝑙−1
(
𝐿 − 1
𝑙

) 
Γ

(
𝑁, 𝑧

𝜎2
0

)
Γ(𝑁)


𝑙

. (42)
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Next, the SER of the system can be derived as

𝑃𝑆𝐸𝑅 = 1 −
∫ +∞

0
𝑓𝑍𝑙𝑎

(𝑧)𝐹𝑍 ′
𝑚𝑎𝑥

(𝑧)𝑑𝑧

=
1

𝜎2𝑁
1 Γ(𝑁)

𝐿−1∑︁
𝑙=1

(−1)𝑙−1
(
𝐿 − 1
𝑙

)

×
∫ +∞

0
𝑧𝑁−1𝑒

− 𝑧

𝜎2
1


Γ

(
𝑁, 𝑧

𝜎2
0

)
Γ(𝑁)


𝑙

𝑑𝑧

︸                                     ︷︷                                     ︸
𝐼1

.

(43)

It is hard to evaluate 𝐼1 directly because of the presence of
incomplete gamma function with 𝑙 (> 1) power. Instead, we
expand the incomplete gamma function by using the following
relationship [45, eqs. 8.2.4, 8.4.10, and 8.4.11]

Γ(𝑁, 𝑥)
Γ(𝑁) = 𝑄(𝑁, 𝑥), (44)

𝑄(𝑁, 𝑥) =
𝑁−1∑︁
𝑛=0

𝑥𝑛

𝑛!
𝑒−𝑥 . (45)

The integral 𝐼1 can then be expressed as follows

𝐼1 =

∫ +∞

0
𝑧𝑁−1𝑒

− 𝑧

𝜎2
1


𝑁−1∑︁
𝑛=0

(
𝑧

𝜎2
0

)𝑛
𝑛!

𝑒
− 𝑧

𝜎2
0


𝑙

𝑑𝑧. (46)

Then, utilizing the following polynomial expansion identity
[44] (

𝑁−1∑︁
𝑛=0

𝑥𝑛

) 𝑙
=

∑︁
𝑁−1∑
𝑛=0

𝑘𝑛=𝑙

𝑙!
𝑁−1∏
𝑛=0

𝑘𝑛!

𝑁−1∏
𝑛=0

𝑥𝑘𝑛𝑛 , 𝑘𝑛 ∈ N, (47)

we further obtain

𝐼1 =
∑︁

∑
𝑘𝑛=𝑙

𝑙!
𝑁−1∏
𝑛=0

𝑘𝑛!(𝜎2𝑛
0 𝑛!)𝑘𝑛

∫ +∞

0
𝑧𝑎𝑒−𝑏𝑧𝑑𝑧, (48)

where 𝑎 = 𝑁 − 1 +
𝑁−1∑
𝑛=0

𝑛𝑘𝑛, 𝑏 = 1
𝜎2

1
+ 𝑙

𝜎2
0
.

Applying the following integration relationship [45, eq.
3.351.3] ∫ +∞

0
𝑧𝑎𝑒−𝑏𝑧𝑑𝑧 =

Γ(1 + 𝑎)
𝑏1+𝑎 , (49)

we obtain the final expression as

𝑃𝑆𝐸𝑅 =
1

𝜎2𝑁
1 Γ(𝑁)

𝐿−1∑︁
𝑙=1

(−1)𝑙−1
(
𝐿 − 1
𝑙

)
×

∑︁
𝑁−1∑
𝑛=0

𝑘𝑛=𝑙

𝑙!
𝑁−1∏
𝑛=0

𝑘𝑛!(𝜎2𝑛
0 𝑛!)𝑘𝑛

Γ(1 + 𝑎)
𝑏1+𝑎 ,

(50)

where
∑𝑁−1

𝑛=0 𝑘𝑛 = 𝑙, 𝑘𝑛 ∈ N. Assuming that 𝑠0 corresponds to
the transmission bit sequence of length log2 (𝐿) with a “0” at
the first component. Due to the symmetry of the constellation

for orthogonal TSK, when 𝑠0 is sent, the probabilities of
receiving other signals of 𝑠𝑙 , 𝑙 = 2, · · · , 𝐿 are equal. Therefore,
for any 𝑙 = 2, · · · , 𝐿,

𝑃[𝑠𝑙 received|𝑠0 sent] = 𝑃𝑆𝐸𝑅

𝐿 − 1
. (51)

The error probability at the first component of 𝑠0 is the
probability of detecting an 𝑠𝑙 corresponding a sequence with
a “1” at the first component. Since there are 2log2 (𝐿)−1 such
transmission sequences, the average BER is given by [46]

𝑃𝐵𝐸𝑅 =
2log2 (𝐿)−1

𝐿 − 1
𝑃𝑆𝐸𝑅 . (52)

Finally, substituting (50) into (52), (12) can be obtained.
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In this case, the energy of the active time slot is minimum
and a judgment error occurs when the energy of at least one
non-active time slot is less than the energy of the active time
slot. Mathematically, the SER can be expressed as

𝑃𝑆𝐸𝑅 = 1 − Pr{𝑍𝑙𝑎 < 𝑍 ′
min}, (53)

where 𝑍 ′
𝑚𝑖𝑛

= min{𝑍𝑙}, 𝑙 = 1, 2, · · · 𝐿, 𝑙 ≠ 𝑙𝑎. Further, the SER
can be calculated by

𝑃𝑆𝐸𝑅 = 1 − Pr{−𝑍𝑙𝑎 ≥ 𝑍∗
𝑚𝑎𝑥}, (54)

where 𝑍∗
𝑚𝑎𝑥 = max{−𝑍𝑙}, 𝑙 = 1, 2, · · · 𝐿, 𝑙 ≠ 𝑙𝑎. The PDFs of

−𝑍𝑙 and −𝑍𝑙𝑎 follow
𝑓−𝑍𝑙𝑎

(𝑧) = (−𝑧)𝑁−1𝑒

𝑧

𝜎2
1

𝜎2𝑁
1 Γ (𝑁 ) , 𝑧 < 0,

𝑓−𝑍𝑙
(𝑧) = (−𝑧)𝑁−1𝑒

𝑧

𝜎2
0

𝜎2𝑁
0 Γ (𝑁 ) , 𝑧 < 0, 𝑙 = 1, 2, · · · 𝐿, 𝑙 ≠ 𝑙𝑎 .

(55)

The following calculation process is similar to (40)-(51) in
Case 1, so omitted here for brevity.
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